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Abstract. Let $M$ be a global Riemannian symmetric space of non-compact type. We prove a duality estimate, for pairings of divergence-free $L^1$ vector fields, with vector fields in a critical Sobolev space on $M$:

$$\left| \int_M \langle f, \phi \rangle dV \right| \leq C \| f \|_{L^1(dV)} \| \nabla \phi \|_{L^m(dV)}.$$

This estimate provides a remedy for the failure of a critical Sobolev embedding on such symmetric spaces.

1. Introduction

When $n \geq 2$, it is known that there is no embedding of the homogeneous Sobolev space $\dot{W}^{1,n}(\mathbb{R}^n)$ in $L^\infty(\mathbb{R}^n)$. However, Bourgain and Brezis [5–8] have observed that if $f$ is a smooth divergence-free vector field on $\mathbb{R}^n$, and $\phi$ is a smooth compactly supported vector field on $\mathbb{R}^n$, then the following estimate holds:

$$\left| \int_{\mathbb{R}^n} \langle f, \phi \rangle \right| \leq C \| f \|_{L^1} \| \nabla \phi \|_{L^n}.$$

This can be thought of as some compensation phenomenon arising from the divergence-free condition on $f$, and allows in some sense to remedy the failure of the embedding of $\dot{W}^{1,n}(\mathbb{R}^n)$ into $L^\infty(\mathbb{R}^n)$. The estimate (1) is slightly stronger than the embedding of $\dot{W}^{1,n}(\mathbb{R}^n)$ in BMO [36].

Bourgain and Brezis have deduced the estimate (1) from the solvability of the Hodge-de Rham system: they showed that for every differential $\ell$-form $\eta$ on $\mathbb{R}^n$ with coefficients in the critical homogeneous Sobolev space $\dot{W}^{1,n}(\mathbb{R}^n)$, where $1 \leq \ell \leq n - 1$, there exists a differential $\ell$-form $\theta$, whose components are all in $\dot{W}^{1,n} \cap L^\infty(\mathbb{R}^n)$, such that $d\theta = d\eta$, with

$$\| \theta \|_{\dot{W}^{1,n}} + \| \theta \|_{L^\infty} \leq C \| d\eta \|_{L^n},$$

for some constant $C$ that does not depend on $\eta$. The construction is based on a Littlewood–Paley decomposition. Their result implies in fact a stronger estimate than (1), in which $\| f \|_{L^1}$ is replaced by the weaker norm $\| f \|_{L^1 + \dot{W}^{1,n} \cap L^{n-1}}$. They also proved, by Smirnov’s approximation of solenoidal vector charges by elementary solenoids
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that the estimate (1) was equivalent to an estimate of circulation integrals of vector fields in critical Sobolev spaces $W^{1,n}(\mathbb{R}^n)$ (see also [13] for a discussion of the equivalence). In [35] (1) was given a direct proof, based on slicing of the Euclidean space and integration by parts, and that is somehow reminiscent of the proof by Gagliardo and Nirenberg of the limiting Sobolev embedding [19,30]. In the planar case $n = 2$, the estimate is equivalent to the isoperimetric inequality and to the Gagliardo–Nirenberg–Sobolev inequality.

The estimate (1) has been used to prove certain Gagliardo-Nirenberg inequalities for differential forms on $\mathbb{R}^n$ [8,27], and has been applied to several complex variables [42], to wave and Schrödinger equations [17], to fluid mechanics and magnetism [15], to plasticity [20], to list a few (see also the review [40]).

The compensation phenomenon behind the estimate (1) turned out to be quite robust and extended quite beyond its original setting: the Sobolev space $\dot{W}^{1,n}(\mathbb{R}^n)$ can be replaced by a more general fractional Sobolev or Lorentz spaces [10,38], the divergence-free condition is in fact a particular case of a class of differential conditions [8,37,39], the Euclidean space $\mathbb{R}^n$ can be replaced by domains, or compact manifolds with smooth boundaries, under suitable boundary conditions [8,12], and it can also be replaced by homogeneous Lie groups with sub-Riemannian structures [2,14,41].

In order to understand the geometric content of (1), we propose to study on which geometric structures the estimate (1) does hold globally. In the present work we prove (1) in the framework of symmetric spaces of non-compact type.

**Theorem 1.** Let $(\mathbb{M}^m, g)$ be a Riemannian globally symmetric space of non-compact type, of real dimension $m$ and endowed with an invariant Riemannian metric $g$. If $f$ is a smooth vector field on $\mathbb{M}$ with \[ \text{div } f = 0, \]
then for any compactly supported smooth vector field $\phi$ on $\mathbb{M}$, we have
\[ \left| \int_{\mathbb{M}} \langle f, \phi \rangle dV \right| \leq C \| f \|_{L^1(dV)} \| \nabla \phi \|_{L^m(dV)}. \]

Here we write $\text{div } f$ the divergence of a vector field $f$ on the manifold $\mathbb{M}$ with respect to the metric $g$. Moreover, we write $\langle \cdot, \cdot \rangle$ for the pointwise inner product between two vectors or tensors on $\mathbb{M}$ with respect to $g$, and $dV$ for the volume measure of $\mathbb{M}$ with respect to $g$. We also write $\nabla$ for the Levi-Civita connection on $(\mathbb{M}, g)$, so that $\nabla$ sends a vector field on $\mathbb{M}$ to a $(1, 1)$ tensor on $\mathbb{M}$. Finally, we denote $\| f \|_{L^1(dV)} := \int_{\mathbb{M}} |f| dV$, and $\| \nabla \phi \|_{L^m(dV)} := (\int_{\mathbb{M}} |\nabla \phi|^m dV)^{1/m}$, where $| \cdot |$ denotes the norm of a vector or a tensor on $\mathbb{M}$ with respect to $g$.

One way of saying that the manifold $\mathbb{M}$ is a Riemannian globally symmetric space of non-compact type is to write it as $\mathbb{M} = G/K$, where
$G$ is a non-compact connected semisimple real Lie group with finite center, and $K$ is a maximal compact subgroup of $G$. (In general, $K$ need not be a normal subgroup, and thus $G/K$ does not have a canonical Lie group structure.) So Theorem 1 can be thought of as an extension of (1) to semisimple structures. Examples of such spaces include the real and complex hyperbolic spaces, the space of positive definite $n \times n$ symmetric matrices with determinant 1, etc. The case of the hyperbolic space $\mathbb{H}^n$ in Theorem 1 was established by the authors in [16] with, as explained below, a different strategy of proof that takes profit of their richer structure.

The proof of Theorem 1 follows the strategy of [35] used to prove (1). In the Euclidean case, it is possible to foliate the space by parallel hyperplanes, prove estimates on each, and then integrate with respect to the foliation parameter. This foliation cannot be performed in general on a symmetric space. We prove instead an estimate on a codimension 1 submanifold corresponding to a subgroup in the parametrization of $\mathbb{M}$ by the Iwasawa decomposition of a group $G$, where $G$ is the identity component of the group of isometries of $\mathbb{M}$. We then transport the estimate everywhere on $\mathbb{M}$ by the action of the group $G$. Thanks to the compactness of $K$, the resulting quantities are finite and give the estimate.

It remains to explain how the estimate on the codimension 1 submanifold is obtained. The idea, following [35], is to first split $\phi$ in a part which is bounded and another whose derivative is bounded. The integral corresponding to the first part is bounded trivially, and the remaining integral is bounded by integration by parts, using the divergence-free condition. In our setting, the integration by parts relies on the assumption that $\mathbb{M}$ is of non-compact type, which precludes notably the presence of closed geodesics. The splitting argument is essentially the same as in the Euclidean space at smaller scales, where the geometries are comparable; at larger scales the geometry of $\mathbb{M}$ plays again an important role.

The method in [16] there is different from what we have in the general case here: for instance, when $n = 2$, in [16] we would first obtain an estimate on all geodesics in $\mathbb{H}^2$, and then average it over all geodesics on $\mathbb{H}^2$. If we restrict our current proof to $\mathbb{H}^2$, we would be first integrating over horocircles in $\mathbb{H}^2$, and then averaging over all horocircles.

Finally we give an application of Theorem 1 to the Laplace equation on $\mathbb{M}$. Let $\Delta = \text{div} \circ \nabla$ be the Laplace-Beltrami operator on $\mathbb{M}$. It is known that the $L^2$ spectrum of $\mathbb{M}$ is bounded away from zero. Indeed, the $L^2$ spectrum consists of the half-line $(-\infty, -|\rho|^2]$ where $\rho$ is the half-sum of positive roots of an Iwasawa decomposition of $G$ [4, Section 4.2]. Thus one can consider negative powers of $-\Delta$, and $(-\Delta)^{-\gamma}$ will be bounded linear operators on $L^2(dV)$ for all $\gamma > 0$. 
Theorem 2. Suppose $f$ is a smooth vector field on $\mathbb{M}$ with $\text{div} \ f = 0$. If $\varphi$ is a compactly supported smooth vector field on $\mathbb{M}$ with $\|\varphi\|_{L^\infty(dV)} + \|\nabla \varphi\|_{L^\infty(dV)} \leq 1$, then the solution $u \in L^2(dV)$ of the equation 

$$\Delta u = \langle f, \varphi \rangle$$

satisfies 

$$\|\nabla u\|_{L^{m-1}(dV)} \leq C\|f\|_{L^1(dV)}.$$

If one estimates the solution $u$ by $\|f\|_{L^p(dV)}$ for some $p$ slightly bigger than 1, then one could do so by standard elliptic theory. This fails at the borderline exponent $p = 1$. The condition $\text{div} \ f = 0$ is what makes the conclusion of Theorem 2 possible. The assumption that $\varphi$ is compact supported is only used to allow for certain integration by parts, and does not appear in any quantitative way in the conclusion of the theorem.

The paper will be organized as follows. In Section 2, we recall some basic notations about symmetric spaces, and some basic facts we will need, such as the Iwasawa decomposition, the Killing metric, the exponential coordinates for a system of vector fields, and some integration formulae on symmetric spaces. The reader will find a more detailed account of many of these facts in the works of Helgason [22, Chapters II, III, V, VI, IX; 23, Chapter I], or Knapp [25, Chapter VI]. In the proof of Theorem 1, we need a decomposition lemma for functions on a Lie subgroup of the isometry group of $\mathbb{M}$; we isolate this in Section 3. The proof of Theorem 1 is then given in Section 4 and that of Theorem 2 in Section 5.
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2. Notations and Preliminaries

2.1. Assumptions. Let $(\mathbb{M}^m, g)$ be a Riemannian globally symmetric space. In other words, $\mathbb{M}$ is a connected Riemannian manifold, and at every point of $\mathbb{M}$, the geodesic reflection symmetry defines a global isometry of $\mathbb{M}$. Throughout this paper, we will fix a point $x_0 \in \mathbb{M}$. Write $G = I_0(\mathbb{M})$ for the identity component of the isometry group of $\mathbb{M}$ (which we think of as acting on $\mathbb{M}$ on the left), and $K$ for the subgroup of $G$ that leaves $x_0$ fixed. Then $\mathbb{M}$ is diffeomorphic to $G/K$ via the identification $gx_0 \simeq gK$. We will write $s_{x_0}$ for the geodesic reflection symmetry at $x_0$, and $\sigma : G \to G$ for the involutive automorphism of $G$.
given by

\[ \sigma(g) = s_{x_0}gs_{x_0}, \quad g \in G. \]

Let \( \mathfrak{g} \) and \( \mathfrak{k} \) be the Lie algebras of \( G \) and \( K \) respectively, and write

\[ \theta = (d\sigma)_e : \mathfrak{g} \to \mathfrak{g} \]

where \( e \) is the identity of \( G \). Then \( \theta \) is an involutive automorphism of \( \mathfrak{g} \), and \( \mathfrak{k} = \{ X \in \mathfrak{g} : \theta X = X \} \). If \( \mathfrak{p} = \{ X \in \mathfrak{g} : \theta X = -X \} \), then \( \mathfrak{g} \) is the direct sum

\[ \mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p}. \]

Let \( \pi : G \to G/K = \mathbb{M} \) be the natural projection map given by \( \pi(g) = gK(zx_0) \), and \( (d\pi)_e : \mathfrak{g} \to T_{x_0}\mathbb{M} \). Then \( (d\pi)_e \mathfrak{k} = \{ 0 \} \), and \( (d\pi)_e \) maps \( \mathfrak{p} \) isomorphically onto \( T_{x_0}\mathbb{M} \). The latter allows one to identify \( T_{x_0}\mathbb{M} \) with \( \mathfrak{p} \). See [22, Chapter IV, Theorem 3.3].

In what follows we assume that \( \mathbb{M} \) is of non-compact type. In other words, we assume that

(i) \( \mathfrak{g} \) is semisimple,
(ii) \( \mathfrak{g} \) is non-compact, and
(iii) the decomposition \( \mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p} \) is a Cartan decomposition of \( \mathfrak{g} \).

Condition (i) means that the Killing form \( B : \mathfrak{g} \to \mathfrak{g} \), defined by

\[ B(X,Y) = \text{trace} (\text{ad}_X \circ \text{ad}_Y) \]

for \( X,Y \in \mathfrak{g} \), is non-degenerate on \( \mathfrak{g} \). Condition (ii) means that the adjoint group \( \text{Int}(\mathfrak{g}) \) of \( \mathfrak{g} \) is not compact; here the adjoint group \( \text{Int}(\mathfrak{g}) \) is the connected Lie subgroup of \( GL(\mathfrak{g}) \) whose Lie algebra is \( \text{ad}(\mathfrak{g}) := \{ \text{ad}_X : X \in \mathfrak{g} \} \). Under the semisimple assumption in (i), this is equivalent to saying that the Killing form \( B \) is not strictly negative definite on \( \mathfrak{g} \). Condition (iii) means that \( \theta : \mathfrak{g} \to \mathfrak{g} \) is a Lie algebra automorphism of \( \mathfrak{g} \), and that the symmetric bilinear form

\[ B_\theta(X,Y) := -B(X,\theta Y) \]

is positive definite on \( \mathfrak{g} \). In particular, the restriction of \( B \) to \( \mathfrak{k} \) is negative definite, and the restriction of \( B \) to \( \mathfrak{p} \) is positive definite.

Another way of saying that \( \mathbb{M} \) is a Riemannian globally symmetric space of non-compact type is to say that \( \mathbb{M} = G/K \), where \( G \) is a non-compact connected semisimple real Lie group with finite center and \( K \) is a maximal compact subgroup of \( G \). We will not need to use this characterization in this paper.

We will denote by \( r \) the rank of \( \mathbb{M} \). In other words, the maximal dimension of a flat, totally geodesic submanifold of \( \mathbb{M} \) is \( r \).

### 2.2. Iwasawa decompositions

To prove our main Theorem [1] we will use a family of Iwasawa decompositions of the semisimple Lie group \( G = I_0(\mathbb{M}) \). Recall the Cartan decomposition \( \mathfrak{g} = \mathfrak{k} \oplus \mathfrak{p} \) of the real semi-simple Lie algebra \( \mathfrak{g} \). Let \( \mathfrak{a} \) be a maximal abelian subalgebra of \( \mathfrak{g} \).
inside \( p \); the dimension of \( a \) is then \( r \), since \( M \) has rank \( r \). Let \( a^* \) be the set of all real linear functionals on \( a \). For each \( \alpha \in a^* \), let

\[
g_\alpha := \{ X \in g : \text{ad}_g(H)X = \alpha(H)X \text{ for all } H \in a \}
\]

Then

\[
[ g_{\alpha_1}, g_{\alpha_2} ] \subseteq g_{\alpha_1 + \alpha_2}
\]

for any \( \alpha_1, \alpha_2 \in a^* \). Since \( \{\text{ad}_g(H) : H \in a \} \) is a family of commuting linear endomorphisms on \( g \), they can be simultaneously diagonalized, which gives

\[
g = g_0 \oplus \bigoplus_{\alpha \in \Sigma} g_\alpha
\]

where \( \Sigma \) be the set of restricted roots of \( a \), i.e. the set of all non-zero \( \alpha \in a^* \) for which \( g_\alpha \neq \{0\} \). Let \( \Sigma^+ \) be a choice of positive roots of \( \Sigma \), and \( n \) be the nilpotent Lie algebra given as the sum of the root spaces of \( \Sigma^+ \), i.e.

\[
n := \bigoplus_{\alpha \in \Sigma^+} g_\alpha.
\]

Then since \( g \) is real and semi-simple, we have the following Iwasawa decomposition of \( g \):

\[
g = \mathfrak{k} \oplus a \oplus n.
\]

Let \( K, A, N \) be the Lie subgroups of \( G \) generated by \( \mathfrak{k}, a \) and \( n \). Then since \( G \) is a connected semi-simple real Lie group, we have the following Iwasawa decomposition of \( G \):

\[
G = KAN,
\]

in the sense that

\[
K \times A \times N \to G
\]

\[(k, a, n) \mapsto kan\]

is a diffeomorphism of \( K \times A \times N \) onto \( G \). Since \( g \mapsto g^{-1} \) is a diffeomorphism of \( G \), it also follows that \( G = NAK \). This allows one to identify \( M = G/K \) with \( N \times A \), via the map

\[
N \times A \to G/K = M
\]

\[(n, a) \mapsto naK.
\]

In addition, since \( \text{Ad} a \) preserves \( N \) for each \( a \in A \) (in fact \( \text{Ad} a \) preserves \( g_\alpha \) for all \( \alpha \in \Sigma \)), it follows that \( AN = NA \) is a Lie subgroup of \( G \), and that the Iwasawa decomposition can be written

\[
G = ANK
\]

as well.

The above Iwasawa decomposition of \( G \) depends on the choice of a maximally abelian subalgebra \( a \) of \( g \) inside \( p \), and the choice of positive roots \( \Sigma^+ \) in \( \Sigma \). In the proof of Theorem 1, we will need to use a family of
different Iwasawa decompositions of $G$, and obtain uniform estimates for such. In particular, the constant $C$ in Lemma 5 needs to be independent of the choice of $a$ and $\Sigma^+$ (or in other words, independent of the choice of $A$ and $N$ in the Iwasawa decomposition $KAN$ of $G$). This may be explained via the fact that all Iwasawa decompositions are conjugate to each other; for the latter fact, see for instance [26, Remark after Theorem 4.6].

Note that $x_0 \in \mathbb{M}$ is fixed throughout our paper, and so is $K$ the stabilizer of $x_0$ in $G = I_0(\mathbb{M})$. So we will just say that something is independent of the choice of Iwasawa decomposition $KAN$ of $G$, if it is independent of the choice of $A$ and $N$.

2.3. The Killing form. Let $G = I_0(\mathbb{M})$, $\mathfrak{g}$ be its Lie algebra. Recall the Killing form $B: \mathfrak{g} \to \mathfrak{g}$ (defined as in [3]). Let us note here two standard facts about $B$, that we will use later on. First,

$$B(\theta X, \theta Y) = B(X, Y) \quad \text{for all } X, Y \in \mathfrak{g}. \tag{8}$$

This holds because $\theta$ is an automorphism of $\mathfrak{g}$. Indeed, we have

$$\text{ad}_\theta(\theta X) = \theta \circ (\text{ad}_\theta X) \circ \theta^{-1}$$

for all $X \in \mathfrak{g}$, so for any $X, Y \in \mathfrak{g}$, we have

$$B(\theta X, \theta Y) = \text{trace}(\theta \circ (\text{ad}_\theta X) \circ (\text{ad}_\theta Y) \circ \theta^{-1}) = B(X, Y).$$

Also, the Killing form $B$ satisfies

$$B([Z, X], Y) + B(X, [Z, Y]) = 0 \quad \text{for all } X, Y \in \mathfrak{g}. \tag{9}$$

This holds because the Bianchi identity implies that

$$\text{ad}_\theta[X, Y] = [\text{ad}_\theta X, \text{ad}_\theta Y] \quad \text{for all } X, Y \in \mathfrak{g}.$$

2.4. The Killing metric. Recall $G = I_0(\mathbb{M})$, the identity component of the isometry group of $(\mathbb{M}, g)$. The Riemannian metric $g$ on $\mathbb{M}$ is of course $G$-invariant. However, in general, $\mathbb{M}$ can be endowed with infinitely many non-proportional $G$-invariant metrics. We will now introduce one particularly convenient such metric $g_0$. It will be defined by a suitable restriction of the Killing form $B$ of $\mathfrak{g}$, and we will call it the Killing metric on $\mathbb{M}$.

Indeed, recall we fixed, once and for all, a point $x_0 \in \mathbb{M}$. Let $\theta = (d\sigma)e: \mathfrak{g} \to \mathfrak{g}$ be the involutive automorphism of $\mathfrak{g}$, where $\sigma: G \to G$ is the automorphism of $G$ defined by (3), and let $\mathfrak{g} = \mathfrak{t} \oplus \mathfrak{p}$ be the associated Cartan decomposition. Also recall the natural projection map $\pi: G \to G/K = \mathbb{M}$ given by $\pi(x) = gK = gx_0$. Then the restriction of $(d\pi)_e$ to $\mathfrak{p}$ provides a linear isomorphism between $\mathfrak{p}$ and $T_{x_0}\mathbb{M}$. Now we will define $g_0$ at $x_0$, by restricting the Killing form $B$ to $\mathfrak{p} \times \mathfrak{p}$ [22 Chapter V, Section 5]. More precisely, given $X, Y \in T_{x_0}\mathbb{M}$, we
identify $X, Y$ with the corresponding vectors in $p$ via this isomorphism, and define $g_0$ at $x_0$ by

$$g_0(X, Y) = B(X, Y).$$

Since the Killing form $B$ restricts to a positive definite symmetric bilinear form on $p$, $g_0$ at $x_0$ is positive definite. In order to extend this metric to the whole manifold $M$ by the action of $G$, we observe that $g_0$ at $x_0$ is invariant under the action of $K$. Indeed, it suffices to show that

$$\frac{d}{dt} \bigg|_{t=0} g_0(dL_{e^{tz}}X, dL_{e^{tz}}Y) = 0$$

whenever $Z \in \mathfrak{k}$ and $X, Y \in T_{x_0}M$, where $dL_g$ is the differential of the left action of $g$ on $M$. To see this, it will be convenient, for a moment, not to identify $p$ with $T_{x_0}M$ via $(d\pi)_e$. So if $X, Y \in T_{x_0}M$,

let $X = (d\pi)_e \tilde{X}$ and $Y = (d\pi)_e \hat{Y}$, where $\tilde{X}, \hat{Y} \in p$. Then for $Z \in \mathfrak{k}$, $dL_{e^{tz}}X$ is given by

$$dL_{e^{tz}}X = \frac{d}{ds} \bigg|_{s=0} e^{tZ}e^{s\tilde{X}}x_0 = \frac{d}{ds} \bigg|_{s=0} \pi(e^{tZ}e^{s\tilde{X}}e^{-tZ}),$$

so $dL_{e^{tz}}X = (d\pi)_e(\text{Ad}(e^{tZ})\tilde{X}) = (d\pi)_e(e^{t\text{ad}Z}\tilde{X})$. Similarly $dL_{e^{tz}}Y = (d\pi)_e(e^{t\text{ad}Z}\hat{Y})$. Thus

$$\frac{d}{dt} \bigg|_{t=0} dL_{e^{tz}}X = (d\pi)_e[Z, \tilde{X}], \quad \text{and} \quad \frac{d}{dt} \bigg|_{t=0} dL_{e^{tz}}Y = (d\pi)_e[Z, \hat{Y}].$$

Since $[Z, \tilde{X}], [Z, \hat{Y}] \in p$, it follows that

$$\frac{d}{dt} \bigg|_{t=0} g_0(dL_{e^{tz}}X, dL_{e^{tz}}Y)$$

$$= g_0((d\pi)_e[Z, \tilde{X}], (d\pi)_e[Y]) + g_0((d\pi)_e[\tilde{X}], (d\pi)_e[Z, \hat{Y}])$$

$$= B([Z, \tilde{X}], \hat{Y}) + B(\tilde{X}, [Z, \hat{Y}]) = 0,$$

the last equality following from (9). This shows that $g_0$ is invariant at $x_0$ under the action of the group of isometries $K$, and hence it can be extended to a unique $G$-invariant $g_0$ metric on the whole space $M \simeq G/K$.

Suppose now $G = KAN$ is an Iwasawa decomposition of $G$ as in the last subsection. We may then identify $M$ with a Lie group, and calculate $g_0$ using this identification, as follows. Let

$$S = AN = NA = \{na \in G : a \in A, n \in N\}.$$

Then $S$ is a closed subgroup of $G$, and the map

$$\pi : G \to G/K \simeq M$$
restricts to a diffeomorphism between \( S \) and \( \mathbb{M} \). One can thus identify \( \mathbb{M} \) with the Lie group \( S \) via this diffeomorphism. Upon this identification, every element in the Lie algebra \( \mathfrak{s} = \mathfrak{a} \oplus \mathfrak{n} \) of \( S \) defines an \( S \)-invariant vector field on \( \mathbb{M} \). We claim now, that under this identification, we have for every \( X, Y \in \mathfrak{s} \),

\[
g_0(X, Y) = B\left(\frac{X - \theta X}{2}, \frac{Y - \theta Y}{2}\right).
\]

Indeed, it suffices to check that \( g_0 \) at \( x_0 \) is given by the expression on the right. But \( X \in \mathfrak{s} \) corresponds to \((d\pi)_e X \) in \( T_{x_0} \mathbb{M} \) under our identification of \( S \) with \( \mathbb{M} \), and \((d\pi)_e X \) corresponds to \( \frac{X - \theta X}{2} \) under our identification of \( T_{x_0} \mathbb{M} \) with \( p \) (the latter following from that \((d\pi)_e \) \( \mathfrak{g} \) is \( \mathfrak{a} \), the \( 1 \)-eigenspace of \( \theta \)). So we see that (10) holds, regardless of which Iwasawa decomposition of \( G \) we used to define \( S \). By (8), equation (10) can also be written as

\[
g_0(X, Y) = B(X, Y) - B(\theta X, Y)
\]

for all \( X, Y \in \mathfrak{s} \).

The Killing metric \( g_0 \) may not be the same \( G \)-invariant Riemannian metric \( g \) we had on \( \mathbb{M} \) nor be proportional to it; nevertheless, this is a convenient metric to use for computations, for they enjoy certain orthogonality relations. Suppose \( G = KAN \) is an Iwasawa decomposition of \( G \), and \( S = AN \) with Lie algebra \( \mathfrak{s} \). Then

\[
\mathfrak{s} = \mathfrak{a} \oplus \mathfrak{n} = \mathfrak{a} \oplus \bigoplus_{\alpha \in \Sigma^+} \mathfrak{g}_\alpha.
\]

Upon identifying \( \mathbb{M} \) with \( S \), so that the Killing metric \( g_0 \) defines a left-invariant metric on \( S \), we claim that the decomposition (11) is an orthogonal decomposition with respect to \( g_0 \). In other words, we have that

(a) \( \mathfrak{a} \) is orthogonal to \( \mathfrak{g}_\alpha \) with respect to \( g_0 \), for all \( \alpha \in \Sigma^+ \); and

(b) \( \mathfrak{g}_\alpha \) is orthogonal to \( \mathfrak{g}_\beta \) with respect to \( g_0 \), whenever \( \alpha, \beta \in \Sigma^+ \) and \( \alpha \neq \beta \).

To see (a), let \( H \in \mathfrak{a} \), \( X \in \mathfrak{g}_\alpha \) with \( \alpha \in \Sigma^+ \). Then

\[
g_0(H, X) = \frac{B(H, X) - B(\theta H, X)}{2} = B(H, X) = 0,
\]

the second last equality following from \( H \in \mathfrak{a} \subset p \) (so that \( \theta H = -H \)), and the last following from (6) and (5): indeed the two combined shows that there exists a basis of \( \mathfrak{g} \), with respect to which \( \text{ad}_g H \) is represented by a diagonal matrix, and \( \text{ad}_g X \) is represented by a lower triangular matrix. Thus \( B(H, X) = \text{trace}(\text{ad}_g H \circ \text{ad}_g X) = 0 \).
To see (1), let $\alpha, \beta \in \Sigma^+$ with $\alpha \neq \beta$. Let $X \in g_\alpha$, $Y \in g_\beta$. Then

$$g_0(X,Y) = \frac{B(X,Y) - B(\theta X,Y)}{2}.$$  

But $B(X,Y) = 0$, since as above, there exists a basis of $g$, with respect to which both $\text{ad}_g X$ and $\text{ad}_g Y$ are represented by a lower triangular matrix. Also, $\theta X \in g_{-\alpha}$, from which it follows that $\text{ad}_g(\theta X) \circ \text{ad}_g Y$ maps $g_\gamma$ into $g_{\gamma + \beta - \alpha}$ for all $\gamma \in \Sigma \cup \{0\}$. Since $\beta - \alpha \neq 0$, it follows that with respect to a suitable basis, $\text{ad}_g(\theta X) \circ \text{ad}_g Y$ is represented by a matrix which is zero on the diagonal, so $B(\theta X,Y) = 0$ as well, and this gives $g_0(X,Y) = 0$.

From the above orthogonality relations, it follows that we can find a basis $H_1, \ldots, H_r$ of $a$, and a basis $Y_1, \ldots, Y_{n-r}$ of $n = \bigoplus_{\alpha \in \Sigma^+} g_\alpha$, such that each $Y_j \in g_{\alpha_j}$ for some $\alpha_j \in \Sigma^+$, and such that the $H_i$’s and the $Y_j$’s together form an orthonormal basis of $s = a \oplus n$ with respect to $g_0$. Such a basis will be called a *good basis* of $s$; we will also identify such with a frame of $S$-invariant vector fields on $M$. A good basis of $s$ enjoys good orthogonality and commutativity conditions (they are orthonormal with respect to $g_0$, and they respect the commutator conditions given by (5)). As such they are particularly convenient for computations. We will also use it to help us formulate the uniform decomposition lemma in Section 3.

We note in passing that the restrictions of $g_0$ to $a$ and $n$ also yields positive definite inner products on $a$ and $n$, which we think of as left-invariant Riemannian metrics on $A$ and $N$ respectively. By abuse of notation, we will also call these the Killing metrics on $A$ and $N$, and denote them by the same symbol $g_0$.

Finally, we claim that it suffices to establish Theorem 1 for any one choice of $G$-invariant metric on $M$, for then the same conclusion will follow for all other $G$-invariant metrics on $M$ (proof to follow in the next paragraph). So in proving Theorem 1 we will assume, without loss of generality, that $g = g_0$ the Killing metric. This will allow us to take advantage of the orthogonality conditions of $g_0$ laid out earlier.

To verify our claim above, suppose we have proved Theorem 1 for some $G$-invariant metric $g$ on $M$, and suppose $\tilde{g}$ is another $G$-invariant metric on $M$. If $\tilde{f}$ is a vector field on $M$ with

$$\text{div}_{\tilde{g}} \tilde{f} = 0$$

(here we use the subscript $\tilde{g}$ to denote the dependence on the metric), then there is another vector field $f$ on $M$, for which

$$\text{div}_g f = 0, \quad \langle \tilde{f}, \phi \rangle_{\tilde{g}} = \langle f, \phi \rangle_g$$

pointwisely, for all smooth vector fields $\phi$ on $M$: indeed the vector field $\tilde{f}$ is dual (via $\tilde{g}$) to a 1-form $F$, for which $\langle \tilde{f}, \phi \rangle_{\tilde{g}} = F(\phi)$ for all vector fields $\phi$. The condition $\text{div}_{\tilde{g}} \tilde{f} = 0$ is equivalent to saying that $dF = 0$. We just need to take $f$ to be the vector field dual (via $g$) to $F$: it
then follows that $\langle f, \phi \rangle_g = F(\phi) = \langle \tilde{f}, \phi \rangle_{\tilde{g}}$ for all vector fields $\phi$, and $\text{div}_g f = 0$. Since the volume form $dV_{\tilde{g}}$ is just a constant multiple of $dV_g$, we then get

$$\left| \int_M \langle \tilde{f}, \phi \rangle_{\tilde{g}} dV_{\tilde{g}} \right| = C \left| \int_M \langle \tilde{f}, \phi \rangle_g dV_g \right|,$$

which can be estimated using Theorem 1 for $g$. Since

$$\|f\|_{L^1(dV_g)} = \int_M |f| g dV_g \simeq \int_M |\tilde{f}| g dV_g = \|\tilde{f}\|_{L^1(dV_{\tilde{g}})}$$

and

$$\|\nabla \phi\|_{L^m(dV_{\tilde{g}})} = \left( \int_M |\nabla_g \phi|_g^m dV_g \right)^{1/m} \simeq \left( \int_M |\nabla_{\tilde{g}} \phi|_{\tilde{g}}^m dV_{\tilde{g}} \right)^{1/m} = \|\nabla \phi\|_{L^m(dV_{\tilde{g}})}$$

(the latter following from that $\nabla_g = \nabla_{\tilde{g}}$; see [22], Chapter IV, Section 4, Corollary 4.3), we see that

$$\left| \int_M \langle \tilde{f}, \phi \rangle_{\tilde{g}} dV_{\tilde{g}} \right| \leq C \|\tilde{f}\|_{L^1(dV_{\tilde{g}})} \|\nabla \phi\|_{L^m(dV_{\tilde{g}})},$$

as desired.

2.5. Computation of the divergence. We now proceed to carry out some explicit calculations, for the divergence of a vector field $f$ on $\mathbb{M}$; this will help us make some computation more concrete in the proof of Theorem 1. We will identify $\mathbb{M}$ with a Lie group $S$ as before, and perform the computations in terms of a basis of left-invariant vector fields on $S$.

To this end, let $G = I_0(\mathbb{M})$, $K$ be the stabilizer of $x_0 \in \mathbb{M}$, and $G = KAN$ be a corresponding Iwasawa decomposition. Let $S = AN$. As before, we identify $\mathbb{M}$ with $S$, and identify the Lie algebra $\mathfrak{s}$ of $S$ with the space of $S$-invariant vector fields on $\mathbb{M}$. Note that $\mathfrak{s} = \mathfrak{a} \oplus \mathfrak{n}$, where $\mathfrak{n} = \bigoplus_{\alpha \in \Sigma^+} \mathfrak{g}_\alpha$.

Suppose now we are given a basis $H_1, \ldots, H_r$ of $\mathfrak{a}$, and a basis $Y_1, \ldots, Y_{m-r}$ of $\mathfrak{n}$ such that each $Y_j \in \mathfrak{g}_{\alpha_j}$ for some $\alpha_j \in \Sigma_+$. For convenience, we will write

$$\begin{cases} X_1 = H_1, \ldots, X_r = H_r, \\ X_{r+1} = Y_1, \ldots, X_m = Y_{m-r} \end{cases} \tag{12}$$

so that $\{X_1, \ldots, X_m\}$ is a basis of $\mathfrak{s}$. We think of it as a basis of $S$-invariant vector field on $\mathbb{M}$. A smooth vector field $f$ on $\mathbb{M}$ can then be expressed as a linear combination of $X_1, \ldots, X_m$ (with variable coefficients):

$$f = \sum_{\ell=1}^m f^\ell X_\ell$$

where $f^1, \ldots, f^m$ are smooth functions on $\mathbb{M}$. We may then compute the divergence of $f$ on $\mathbb{M}$ as follows.
First,

$$\text{div } f = \sum_{\ell=1}^{m} \left( X_\ell f^\ell + f^\ell \text{div } X_\ell \right),$$

so we need only compute $\text{div } X_\ell$ for $1 \leq \ell \leq m$. But $\text{div } X_\ell$ is given by

$$\mathcal{L}_{X_\ell} \omega = (\text{div } X_\ell) \omega,$$

where $\omega$ is the volume form of $(\mathbb{M}, g)$ with respect to $g$, and $\mathcal{L}_{X_\ell} \omega$ denotes the Lie derivative of $\omega$ with respect to the vector field $X_\ell$. To compute $\mathcal{L}_{X_\ell} \omega$, note that for any vector field $Z$ on $\mathbb{M}$, we have, by the Leibnitz rule for contraction, that

$$(\mathcal{L}_{Z} \omega)(H_1, \ldots, H_r, Y_1, \ldots, Y_{m-r}) = \mathcal{L}_{Z} (\omega(H_1, \ldots, H_r, Y_1, \ldots, Y_{m-r}))$$

$$- \omega(\mathcal{L}_{Z} H_1, \ldots, H_r, Y_1, \ldots, Y_{m-r})$$

$$- \cdots - \omega(H_1, \ldots, \mathcal{L}_{Z} H_r, Y_1, \ldots, Y_{m-r})$$

$$- \omega(H_1, \ldots, H_r, \mathcal{L}_{Z} Y_1, \ldots, Y_{m-r})$$

$$- \cdots - \omega(H_1, \ldots, H_r, Y_1, \ldots, \mathcal{L}_{Z} Y_{m-r}).$$

(13)

Also, the first term on the right hand side is always zero, since both $\omega$ and $H_1, \ldots, H_r, Y_1, \ldots, Y_{m-r}$ are $S$-invariant. We now apply (13) with $Z = H_\ell$, for $\ell \in \{1, \ldots, r\}$. Note that for $i \in \{1, \ldots, r\}$,

$$\mathcal{L}_{H_\ell} H_i = [H_\ell, H_i] = 0,$$

and for $j \in \{1, \ldots, m-r\}$,

$$\mathcal{L}_{H_\ell} Y_j = [H_\ell, Y_j] = \alpha_j(H_\ell) Y_j.$$

We thus conclude from (13) that

$$\mathcal{L}_{H_\ell} \omega = - \sum_{j=1}^{m-r} \alpha_j(H_\ell) \omega.$$

It follows that

$$\text{div } H_\ell = -2 \rho(H_\ell),$$

where $\rho$ is the half sum of positive roots, given by

$$\rho := \frac{1}{2} \sum_{\alpha \in \Sigma^+} \alpha,$$

Next we apply (13) with $Z = Y_\ell$, for $\ell \in \{1, \ldots, m-r\}$. Note that for each $i \in \{1, \ldots, r\}$, we have

$$\mathcal{L}_{Y_\ell} H_i = [Y_\ell, H_i] = -\alpha_i(H_\ell) Y_\ell,$$

and thus, by antisymmetry,

$$\omega(H_1, \ldots, \mathcal{L}_{Y_\ell} H_i, \ldots, H_r, Y_1, \ldots, Y_{m-r}) = 0,$$

On the other hand, if $j \in \{1, \ldots, m-r\}$, then

$$\mathcal{L}_{Y_\ell} Y_j = [Y_\ell, Y_j].$$
which can be written as a linear combination of 

\[ Y_1, \ldots, Y_{j-1}, Y_j, \ldots, Y_{m-r}, \]

and thus

\[ \omega(H_1, \ldots, H_r, Y_1, \ldots, \mathcal{L}_{Y_j}Y_1, \ldots, Y_{m-r}) = 0. \]

Hence we conclude from (13) that \( \mathcal{L}_{Y_j} \omega = 0 \). It follows that

\[ \text{div} Y_j = 0. \]

Together we see that

\[ \text{(15)} \quad \text{div} f = -\sum_{i=1}^{r} 2\rho(H_i)f^i + \sum_{\ell=1}^{m} X_{\ell}(f^\ell), \quad \text{if } f = \sum_{\ell=1}^{m} f^\ell X_{\ell}. \]

2.6. Covariant derivatives of a frame. Let \( G = I_0(\mathbb{M}), K \) be the stabilizer of a point \( x_0 \in \mathbb{M} \), and \( G = KAN \) be a corresponding Iwasawa decomposition. Let \( H_1, \ldots, H_r, Y_1, \ldots, Y_{m-r} \) be a good basis of \( s = a \oplus n \). In particular, each \( Y_j \in g_{\alpha_j} \) for some \( \alpha_j \in \Sigma^+ \). For convenience, we will again label these \( H_i \)'s and \( Y_j \)'s as \( X_1, \ldots, X_m \) as in (12), and we think of them as a basis of \( S \)-invariant vector fields on \( \mathbb{M} \).

Suppose now \( H \in a \) (again identified with an \( S \)-invariant vector field on \( \mathbb{M} \)). For later purposes (c.f. Lemma 9 below), we will prove now that

\[ \nabla_H X_\ell = 0 \quad \text{for } 1 \leq \ell \leq m. \]

Here \( \nabla \) is the Levi-Civita connection with respect to any \( G \)-invariant metric on \( \mathbb{M} \) (as explained before, the Levi-Civita connection is actually independent of which \( G \)-invariant metric we put on \( \mathbb{M} \)). In particular, we will compute using the Killing metric \( g_0 \) on \( \mathbb{M} \). So for any smooth vector fields \( X, Y, Z \) on \( \mathbb{M} \), we have

\[
\begin{align*}
g_0(\nabla_X Y, Z) &= \frac{1}{2}(X[g_0(Y, Z)] + Y[g_0(X, Z)] - Z[g_0(X, Y)]) \\
&\quad + g_0([X, Y], Z) - g_0([X, Z], Y) - g_0([Y, Z], X).
\end{align*}
\]

If in addition, \( X, Y, Z \) are \( S \)-invariant, then by the left-invariance of the metric \( g_0 \), the first three terms above are zero, and we get

\[
g_0(\nabla_X Y, Z) = \frac{1}{2} \left( g_0([X, Y], Z) - g_0([X, Z], Y) - g_0([Y, Z], X) \right).
\]

We are now ready to prove (16). Indeed, fix \( H \in a \), and \( 1 \leq i \leq r \). We will first show that

\[ \nabla_H H_i = 0, \]

by showing that

\[
g_0(\nabla_H H_i, H_\ell) = g_0(\nabla_H H_i, Y_j) = 0
\]

for all \( 1 \leq \ell \leq r, 1 \leq j \leq m - r \). But for \( 1 \leq \ell \leq r \), we have

\[
g_0(\nabla_H H_i, H_\ell) = \frac{1}{2} \left( g_0([H, H_i], H_\ell) - g_0([H, H_\ell], H_i) - g_0([H_i, H_\ell], H) \right) = 0.
\]
Next, for $1 \leq j \leq m - r$, we have
\[
g_0(\nabla_H H_i, Y_j) = \frac{1}{2} (g_0([H, H_i], Y_j) - g_0([H, Y_j], H_i) - g_0([H_i, Y_j], H)) = 0,
\]
where in the last equality we used that $[H, Y_j] = \alpha_j(H)Y_j$ is orthogonal to $H_i$ with respect to $g_0$, and similarly that $[H_i, Y_j]$ is orthogonal to $H$ with respect to $g_0$. This proves (17).

Next, fix $H \in \mathfrak{a}$, and $1 \leq j \leq r$. We will show that
\[
(18) \quad \nabla_H Y_j = 0,
\]
by showing that
\[
g_0(\nabla_H H_i, H_\ell) = g_0(\nabla_H H_i, Y_j) = 0
\]
for all $1 \leq \ell \leq r$, $1 \leq j \leq m - r$. But for $1 \leq i \leq r$, we have
\[
g_0(\nabla_H Y_j, H_i) = \frac{1}{2} (g_0([H, Y_j], H_i) - g_0([H, H_i], Y_j) - g_0([H_i, Y_j], H))
= \frac{1}{2} (\alpha_j(H)g_0(Y_j, H_i) - 0 + \alpha_j(H_i)g_0(Y_j, H))
= 0.
\]
Here we used that $Y_j$ is orthogonal to $H_i$ and $H$ with respect to $g_0$. Similarly, for $1 \leq \ell \leq m - r$, we have
\[
g_0(\nabla_H Y_j, Y_\ell) = \frac{1}{2} (g_0([H, Y_j], Y_\ell) - g_0([H, Y_\ell], Y_j) - g_0([Y_j, Y_\ell], H))
= \frac{1}{2} (\alpha_j(H)\delta_j\ell - \alpha_\ell(H)\delta_j\ell - 0)
= 0,
\]
the second-to-last equality following since $[Y_j, Y_\ell] \in \mathfrak{g}_{\alpha_j + \alpha_\ell} \subset \mathfrak{n}$ whereas $H \in \mathfrak{a}$. The two identities together verify (18). (16) then follows from (17) and (18).

2.7. Exponential coordinates. Let $G = I_0(\mathbb{M})$, and $G = KAN$ be an Iwasawa decomposition of $G$. Another fact we will need is that $N$ is always graded. This means that the Lie algebra $\mathfrak{n}$ of $N$ is a direct sum of subspaces
\[
\mathfrak{n} = \bigoplus_{k=1}^s \mathfrak{V}_k,
\]
and $[\mathfrak{V}_j, \mathfrak{V}_k] \subset \mathfrak{V}_{j+k}$ for all positive integers $j, k$ ($\mathfrak{V}_k$ is set to zero if $k > s$). To see that this is the case, let $\Sigma_1$ be the set of all simple roots (these are positive roots that cannot be decomposed as a sum of two positive roots). It is known that every root $\alpha \in \Sigma^+$ can be written uniquely as a linear combination
\[
\alpha = \sum_{\beta \in \Sigma_1} c_\beta \beta,
\]
where each $c_\beta$ is a non-negative integer, and not all $c_\beta$ in this sum are zero. We then define $d(\alpha)$ to be the positive integer given by the sum of all coefficients $c_\beta$ in the above expansion. For each positive integer $k$, let

$$
\Sigma_k := \{\alpha \in \Sigma^+ : d(\alpha) = k\},
$$

and let

$$
V_k = \bigoplus_{\alpha \in \Sigma_k} g_\alpha.
$$

It then follows from (5) that $[V_j, V_k] \subset V_{j+k}$ for all positive integers $j$ and $k$, and that

$$
n = \bigoplus_{k=1}^s V_k
$$

where $s$ is the largest positive integer for which $V_s \neq \{0\}$. We are grateful to Roe Goodman for pointing out to us the above argument.

We now introduce exponential coordinates on $N$. Let $\{Y_1, \ldots, Y_{m-r}\}$ be a basis of $n = \bigoplus_{\alpha \in \Sigma^+} g_\alpha$, so that each $Y_j$ belongs to $g_{\alpha_j}$ for some $\alpha_j \in \Sigma^+$. This is compatible with the grading we had above for $n$, in the sense that each $Y_j$ belongs to some $V_k$ with $1 \leq k \leq s$: indeed since $g_{\alpha_j} \subset V_k$ when $k = d(\alpha_j)$, we have $Y_j \in V_{d(\alpha_j)}$ for each $1 \leq j \leq m-r$. The exponential map $\exp : n \to N$ is a diffeomorphism of $n$ onto $N$. Thus we may identify $\exp \left( \sum_{j=1}^{m-r} y^j Y_j \right) \in N$ with $y = (y^1, \ldots, y^{m-r}) \in \mathbb{R}^{m-r}$.

This is called the exponential coordinates on $N$, associated to the basis $\{Y_1, \ldots, Y_{m-r}\}$ of $n$. We attach a homogeneity $d(\alpha_j)$ to the coordinate $y^j$, for $1 \leq j \leq m-r$. A polynomial in $y$ is then said to be of non-isotropic homogeneous of degree $D$, if it is a linear combination of monomials of the form $y^{j_1} \cdots y^{j_n}$, with

$$
d(\alpha_{j_1}) + \cdots + d(\alpha_{j_n}) = D.
$$

Recall that

$$
Y_j = \frac{d}{ds} \bigg|_{s=0} \exp \left( \sum_{\ell=1}^{m-r} y^\ell Y_\ell \right) \exp(s Y_j),
$$

Hence by the Baker-Campbell-Hausdorff formula, there are polynomials $p_{j\ell}(y)$ on $\mathbb{R}^{m-r}$, such that in the coordinates $y$ we had above for $N$, we have

$$
(19) \quad Y_j = \sum_{\ell=1}^{m-r} p_{j\ell}(y) \frac{\partial}{\partial y^\ell}
$$

for all $1 \leq j \leq m-r$. Furthermore, each $p_{j\ell}$ are non-isotropic homogeneous of degree $d(\alpha_{j}) - d(\alpha_{\ell})$ if $d(\alpha_{j}) \geq d(\alpha_{\ell})$, and zero otherwise; in particular,

$$
(20) \quad \frac{\partial}{\partial y^\ell} p_{j\ell}(y) \equiv 0
$$

for all $1 \leq j, \ell \leq m-r$. We also have

$$
(21) \quad p_{j\ell}(0) = \delta_{j\ell}.
$$
See e.g. Rothschild and Stein \cite{31} Section 10 for more details.

We remark that if in addition, the basis \( \{ Y_1, \ldots, Y_{m-r} \} \) of \( \mathfrak{n} \) is orthonormal with respect to the Killing metric \( g_0 \), then the coefficients of the polynomials \( p_\ell(y) \) in (14) are uniformly bounded, with a constant that is independent of the choice of the basis \( \{ Y_1, \ldots, Y_{m-r} \} \) of \( \mathfrak{n} \). This is because the iterated commutators of \( Y_1, \ldots, Y_{m-r} \) have norms (with respect to \( g_0 \)) that are uniformly bounded, independent of the choice of the basis \( \{ Y_1, \ldots, Y_{m-r} \} \) of \( \mathfrak{n} \). In particular, this would be the case, if \( \{ Y_1, \ldots, Y_{m-r} \} \) is part of a good basis of \( \mathfrak{s} = \mathfrak{a} \oplus \mathfrak{n} \), which we defined in Section \ref{sect:2.4}.

In a similar manner to the exponential coordinates on \( N \), we introduce exponential coordinates on \( A \). Let \( \{ H_1, \ldots, H_r \} \) be a basis of \( \mathfrak{a} \). Then the exponential map \( \exp : \mathfrak{a} \to A \) is a diffeomorphism of \( \mathfrak{a} \) onto \( A \). Thus we may identify \( \exp \left( \sum_{i=1}^r t_i H_i \right) \in A \) with \( t = (t_1, \ldots, t_r) \in \mathbb{R}^r \). This is called exponential coordinates on \( A \), associated to the basis \( \{ H_1, \ldots, H_r \} \) of \( \mathfrak{a} \).

2.8. **Some integration formulae.** Let \( G = \text{I}_0(\mathbb{M}) \), and \( K \) be the stabilizer in \( G \) of \( x_0 \in \mathbb{M} \). Let \( G = KAN \) be an Iwasawa decomposition of \( G \). We will normalize the Haar measures on \( K, A, N \) and \( G \) as follows.

First, let \( dk \) be the Haar measure on \( K \), normalized so that \( \int_K dk = 1 \). This is possible since \( K \) is compact.

Next, recall the Killing metrics on \( A \) and \( N \), that we introduced in Section \ref{sect:2.4}. These left-invariant Riemannian metrics on \( A \) and \( N \) define Riemannian volume forms, which are Haar measures on \( A \) and \( N \) respectively. We denote these by \( da \) and \( dn \) respectively.

More explicitly, let \( H_1, \ldots, H_r \) be an orthonormal basis of \( \mathfrak{a} \) with respect to the Killing metric \( g_0 \). Let \( t = (t^1, \ldots, t^r) \) be the exponential coordinates on \( A \) associated to this basis \( H_1, \ldots, H_r \), as introduced in the last subsection. Let \( da \) then be the Haar measure on \( A \), normalized so that \( da \) is the Lebesgue measure \( dt \) in these exponential coordinates; i.e.

\[
\int_A f(a) da = \int_{\mathbb{R}^r} f \left( \exp \left( \sum_{i=1}^r t^i H_i \right) \right) dt,
\]

for any compactly supported continuous functions \( f \) on \( A \).

Similarly, let \( Y_1, \ldots, Y_{m-r} \) be an orthonormal basis of \( \mathfrak{n} \) with respect to the Killing metric \( g_0 \). Let \( y = (y^1, \ldots, y^{m-r}) \) be the exponential coordinates on \( N \) associated to this basis \( Y_1, \ldots, Y_{m-r} \). Let then \( dn \) be the Haar measure on \( N \), normalized so that \( dn \) is the Lebesgue measure \( dy \) in these exponential coordinates; i.e.

\[
\int_N f(n) dn = \int_{\mathbb{R}^{m-r}} f \left( \exp \left( \sum_{j=1}^{m-r} y^j Y_j \right) \right) dy,
\]

for any compactly supported continuous functions \( f \) on \( N \).
Finally, we define $dg$ to be the Haar measure on $G$, normalized in such a way that the following two integration formula of Harish-Chandra [21, Lemma 35] hold: for any compactly supported continuous function $F$ on $G$, we have

\begin{equation}
\int_G F(g) dg = \int_K \int_A \int_N F(ank) \ dn \ da \ dk,
\end{equation}

and

\begin{equation}
\int_G F(g) dg = \int_K \int_A \int_N F(kan) e^{2\rho(\log a)} \ dn \ da \ dk.
\end{equation}

Here $\rho$ is the half sum of positive roots given by (14), and for each $a \in A$, $\log a$ is the element in the Lie algebra $a$ of $A$ for which $e^{\log a} = a$. Indeed, (23) can be deduced from (22) as follows: if $F$ is a compactly supported continuous function on $G$, then

\begin{equation}
\int_G F(g) dg = \int_G F(g^{-1}) dg = \int_K \int_A \int_N F(k^{-1}a^{-1}n^{-1}) \ dn \ da \ dk,
\end{equation}

where in the last equality, we have applied (22) to the function $g \mapsto F(g^{-1})$. This shows

\begin{equation}
\int_G F(g) dg = \int_K \int_A \int_N F(ka) \ dn \ da \ dk,
\end{equation}

and upon the change of variables $n \mapsto ana^{-1}$, we get

\begin{equation}
\int_G F(g) dg = \int_K \int_A \int_N F(kan) \ det((Ad a)\mid_n) \ dn \ da \ dk.
\end{equation}

Here for each $a \in A$, we think of $Ad a$ as a linear map in $GL(\mathfrak{g})$, which restricts to a map

\begin{equation*}
Ad a\mid_n : n \mapsto n \\
Ad a\mid_n (Y) = \frac{d}{ds}\bigg|_{s=0} a e^{sY} a^{-1}.
\end{equation*}

Note also that we could also have written

\begin{equation}
e^{2\rho(\log a)} = \det((Ad a)\mid_n);\end{equation}

this holds because $Ad a = e^{adam(\log a)}$, from which it follows that

\begin{equation*}
\det((Ad a)\mid_n) = e^{trace(ad(\log a)\mid_n)} = e^{2\rho(\log a)}.
\end{equation*}

(25) and (26) together gives (23).

We note here that the definition of $dg$ does not depend on the choice of the Iwasawa decomposition $KAN$ of $G$. Indeed, if $G = KA_0N_0$ is another Iwasawa decomposition of $G$, then there exists $k \in K$ such that $A = kA_0k^{-1}$, and $N = kN_0k^{-1}$; see for instance Remark after Theorem 4.6 of [26]. If $da_0$ and $dn_0$ are the normalized Haar measures on $A_0$ and $N_0$ respectively, then $da$ is the pull-back of $da_0$ under the
map $\text{Ad}(k) : A \to A_0$, and $dn$ is the pull-back of $dn_0$ under the map $\text{Ad}(k) : N \to N_0$. Thus

$$\int_K \int_A \int_N F(ank) \, dn \, da \, dk = \int_K \int_{A_0} \int_{N_0} F(a_0n_0k) \, dn_0 \, da_0 \, dk$$

for all continuous functions $F$ with compact support in $G$, and this shows that $dg$ is well-defined independent of the choice of the Iwasawa decomposition of $G$.

Now consider the Lie subgroup $S = AN = NA$ of $G$. We define a Haar measure $ds$ on $S$, by

$$\int_S F(s) \, ds = \int_A \int_N F(an) \, dnda$$

for all compactly supported continuous functions $F$ on $S$. To see that this indeed defines a Haar measure on $S$, it suffices to show that the linear functional on the right hand side above is invariant under both left translations by $A$ and $N$. But for any $a_0 \in A$, we have

$$\int_A \int_N F(a_0an) \, dn \, da = \int_A \int_N F(an) \, dnda,$$

since $da$ is a Haar measure on $A$. Also, for any $n_0 \in N$, we have

$$\int_A \int_N F(n_0an) \, dn \, da = \int_A \int_N F(a(a^{-1}n_0a)n) \, dn \, da = \int_A \int_N F(an) \, dnda,$$

the last equality following from that $a^{-1}n_0a \in N$, and from that $dn$ is a Haar measure on $N$. This shows that $ds$ is indeed a Haar measure on $S$, and we call it the normalized Haar measure on $S$ (since $da$ and $dn$ are normalized by our convention).

The Lie subgroup $S$ of $G$ can be identified with our symmetric space $M$, as we have seen at the beginning of Section 2.4. Recall that we had a Riemannian metric $g$ on $M$ in the statement of Theorem 1, and that we are assuming that $g = g_0$ the Killing metric. There all integration are with respect to the Riemannian volume element $dV$. But $dV$ can be identified, through the identification of $M$ with $S$, with a Haar measure on $S$, and we call it the normalized Haar measure on $S$ (since $da$ and $dn$ are normalized by our convention).

The integration on $M$ can be performed using the above Haar measure $ds$. Indeed, this follows from (27) upon the change of variable $n \mapsto a^{-1}na$, using (26).
Furthermore, we claim that if $F_0$ is a continuous function with compact support on $M$, then
\begin{equation}
\int_M F_0 \, dV = \int_G F_0(gx_0) \, dg.
\end{equation}
Indeed it suffices to compute the right hand side using (22), and to note that $kx_0 = x_0$ for all $k \in K$, while $\int_K dk = 1$. (29) then follows from (27).

Suppose now $H_1$ is a non-zero vector in $a$. Let $a'$ denote the orthogonal complement to $H_1$ in $a$ with respect to the Killing metric $g_0$, and let $A'$ be the Lie subgroup of $A$ generated by $a'$. Let $s' = a' \oplus n$, and $S' = A'N = NA'$. Then completely analogous to what we have done above, we can introduce normalized Haar measures $da'$ and $ds'$ on $A'$ and $S'$ respectively; indeed $da'$ will be the volume element, given by the left-invariant Riemannian metric on $A'$, that one obtains by restricting the Killing metric $g_0$ to $a'$, and $ds'$ will be given by
\begin{equation}
\int_{S'} F(s') \, ds' = \int_{A'} \int_N F(a'n) \, da' \, dn.
\end{equation}
We can also introduce exponential coordinates on $A'$ as in the last subsection. If $\{H_2, \ldots, H_r\}$ is a basis of $a'$, then the exponential map $t' = (t^2, \ldots, t^r) \mapsto \exp(\sum_{i=2}^r t^i H_i)$ defines a diffeomorphism of $\mathbb{R}^{r-1}$ onto $A'$. If further $\{H_2, \ldots, H_r\}$ is orthonormal with respect to the Killing metric $g_0$, then in such exponential coordinates, $da'$ is just the Lebesgue measure $dt'$.

Finally, we need two well-known integration by parts lemma. Suppose first $A'$ and $da'$ are defined as above. Let $\{H_2, \ldots, H_r\}$ be a basis of left-invariant vector fields on $A'$.

**Lemma 3.** For any function $\varphi \in C^\infty_c(A')$, we have
\begin{equation}
\int_{A'} H_i \varphi \, da' = 0
\end{equation}
for $2 \leq i \leq r$.

*Proof.* Indeed, for each $2 \leq i \leq r$, $H_i$ is just the coordinate derivative $\partial \partial t^i$ in the exponential coordinates associated to $\{H_2, \ldots, H_r\}$. Since $da' = dt'$ in such exponential coordinates, the lemma follows. \[ \Box \]

Next, pick a basis $\{Y_1, \ldots, Y_{m-r}\}$ of left-invariant vector fields on $N$.

**Lemma 4.** For any function $\varphi \in C^\infty_c(N)$, we have
\begin{equation}
\int_N Y_j \varphi \, dn = 0
\end{equation}
for $1 \leq j \leq m - r$.

*Proof.* One just writes everything out in exponential coordinates. Without loss of generality, assume each $Y_j \in \mathfrak{g}_{\alpha_j}$ for some $\alpha_j \in \Sigma^+$. Then $Y_j$ takes the form (19), where the coefficients $p_{j\ell}$ satisfies (20), and the Haar measure $dn$ is just a scalar multiple of the Lebesgue measure in
the exponential coordinates associated to \{Y_1, \ldots, Y_{m-r}\}. So one can finish the proof of the lemma by using ordinary integration by parts on \(\mathbb{R}^{m-r}\). This gives the assertion of Lemma 4. □

We note that the validity of the above two lemmas can partly be explained by the fact that the geodesics \(s \mapsto \exp(sY_j)\) and \(s \mapsto \exp(sH_i)\) go off to infinity; in particular, they cannot be closed curves, cf. Appendix B.13 in Ballmann [3].

3. A decomposition lemma

Let \(G = I_0(\mathbb{M})\) be the identity component of the isometry group of \(\mathbb{M}\). Fix a point \(x_0 \in \mathbb{M}\), and let \(K \subset G\) be the stabilizer of \(x_0\). Let \(G = KAN\) be a corresponding Iwasawa decomposition of \(G\), and \(k, a, n\) be the Lie algebras of \(K, A, N\) respectively.

Suppose \(H_1 \in a\) is a unit vector with respect to the Killing metric \(g_0\) introduced in Section 2.4. Let \(a'\) be the orthogonal complement of \(H_1\) in \(a\) under \(g_0\). Let \(A'\) be the Lie subgroup of \(A\) with Lie algebra \(a'\), and let \(S' = A'N = NA'\). We will need a decomposition lemma for functions \(\Phi\) defined on \(S'\). The constants that appear in the lemma has to be independent of the choice of the Iwasawa decomposition \(KAN\) of \(G\), and independent of the choice \(H_1 \in a\). We will now proceed to formulate this lemma.

Let \(da', dn\) and \(ds'\) be the normalized Haar measures on \(A', N\) and \(S'\) as defined in Section 2.8. In particular, \(da'\) and \(dn\) are the Riemannian volume elements associated to the Killing metric on \(A'\) and \(N\), and

\[
\int_{S'} \Phi(s') ds' = \int_{A'} \int_N \Phi(a'n) da'dn
\]

for any compactly supported continuous functions \(\Phi\) on \(S'\). For any such \(\Phi\), and any \(1 \leq p < \infty\), we also denote the \(L^p(S')\) norm of \(\Phi\) by

\[
\|\Phi\|_{L^p(S')} = \left( \int_{S'} |\Phi(s')|^p ds' \right)^{1/p},
\]

and the \(L^\infty(S')\) norm of \(\Phi\) by \(\|\Phi\|_{L^\infty(S')} = \sup_{s' \in S'} |\Phi(s')|\). For any smooth functions \(\Phi\) with compact support on \(S'\), we also write

\[
|\nabla' \Phi(s')| = \left( \sum_{\ell=2}^m |X_\ell \Phi(s')|^2 \right)^{1/2}
\]

where \(\{X_2, \ldots, X_m\}\) is an orthonormal frame of tangent vectors with respect to the Killing metric on \(S'\). Finally, for \(1 \leq p \leq \infty\), we write \(\|\nabla' \Phi\|_{L^p(S')}\) for the \(L^p(S')\) norm of \(|\nabla' \Phi|\), and we write

\[
\|\Phi\|_{W^{1,p}(S')} := \|\Phi\|_{L^p(S')} + \|\nabla' \Phi\|_{L^p(S')}.
\]

We can now formulate our decomposition lemma.
Lemma 5. There exists a constant $C > 0$ such that the following holds. Let $\Phi$ be a smooth function with compact support on the Lie group $S'$. Suppose $p > \dim(S') = m - 1$, and $\lambda > 0$. Then there exists a decomposition $\Phi = \Phi_1 + \Phi_2$ on $S'$, such that $\Phi_1, \Phi_2 \in C_0^\infty(S')$, and

\[
\begin{aligned}
\|\Phi_1\|_{L^\infty(S')} & \leq C\lambda^{1 - \frac{m - 1}{p}} \|\Phi\|_{W^{1,p}(S')} \\
\|\Phi_2\|_{L^\infty(S')} & \leq C\lambda^{-\frac{m - 1}{p}} \|\Phi\|_{L^p(S')} \\
\|\nabla^j \Phi_2\|_{L^\infty(S')} & \leq C\lambda^{-\frac{m - 1}{p}} \|\Phi\|_{W^{1,p}(S')}.
\end{aligned}
\]

The constant $C$ will be chosen independent of the choice of the Iwasawa decomposition $KAN$ of $G$, and independent of the choice of $H_1 \in \mathfrak{a}$.

To prove Lemma 5, we need the following decomposition lemma on $\mathbb{R}^d$, with $d = m - 1$:

Lemma 6. Let $\Phi \in C_0^\infty(\mathbb{R}^d)$. Suppose $p > d$, and $\lambda > 0$. Then there exists a decomposition $\Phi = \Phi_1 + \Phi_2$ on $\mathbb{R}^d$, such that $\Phi_1, \Phi_2 \in C_0^\infty(\mathbb{R}^d)$, and

\[
\begin{aligned}
\|\Phi_1\|_{L^\infty(\mathbb{R}^d)} & \leq C\lambda^{1 - \frac{p}{d}} \|\partial_x \Phi\|_{L^p(\mathbb{R}^d)} \\
\|\Phi_2\|_{L^\infty(\mathbb{R}^d)} & \leq C\lambda^{-\frac{p}{d}} \|\Phi\|_{L^p(\mathbb{R}^d)} \\
\|\partial_x \Phi_2\|_{L^\infty(\mathbb{R}^d)} & \leq C\lambda^{-\frac{p}{d}} \|\partial_x \Phi\|_{L^p(\mathbb{R}^d)}.
\end{aligned}
\]

Furthermore, if $\Phi$ is supported on a ball of radius $R$, then one can arrange $\Phi_1$ and $\Phi_2$, so that they are both supported on a ball of radius $R + \lambda$.

The proof is implicit already in the proof of Theorem 1.5 in [35]; see also [27]. We briefly outline it for the convenience of the reader.

Proof. Since $\partial_x \Phi \in L^p(\mathbb{R}^d)$ with $p > d$, Morrey’s embedding implies that $\Phi \in C^\gamma$ where $\gamma = 1 - \frac{d}{p}$. It is then well-known that $\Phi$ can be decomposed into $\Phi = \Phi_1 + \Phi_2$, as in the statement of the lemma: indeed one just needs to take

\[
\Phi_2 := \Phi \ast \eta_\lambda, \quad \Phi_1 := \Phi - \Phi_2
\]

where $\eta$ is a fixed smooth function with compact support on the unit ball on $\mathbb{R}^d$ with $\int_{\mathbb{R}^d} \eta = 1$, and $\eta_\lambda(x) := \lambda^{-d} \eta(\lambda^{-1}x)$. Morally speaking, $\Phi_2$ is the low-frequency component of $\Phi$, and $\Phi_1$ the high-frequency component. It is then straightforward to establish the estimates in (31), and the estimates on the sizes of the supports of $\Phi_1$ and $\Phi_2$; see for instance, Corollary 1 in [33] Chapter VI, Section 5.3, for a variant of this argument.

We are now ready for the proof of Lemma 5.

Proof of Lemma 5. First we introduce, around any point $s' \in S'$, exponential coordinates $x' := (t', y)$ as follows. Recall that we have picked a vector $H_1 \in \mathfrak{a}$, that has unit length with respect to the Killing metric
g_0. We now complete it to a good basis of \( g = a \oplus n \), as defined in Section 2.4, in other words, we pick \( H_2, \ldots, H_r \in a \), and \( Y_1, \ldots, Y_{m-r} \in n \), such that each \( Y_j \) belongs to \( g_{a_j} \) for some \( \alpha_j \in \Sigma^+ \), and such that \( \{H_1, \ldots, H_r, Y_1, \ldots, Y_{m-r}\} \) form an orthonormal basis of \( g \) with respect to \( g_0 \). This is possible by the orthogonality relations (a) and (b) in Section 2.4. Later on we will want our constants to be chosen independent of the choice of the Iwasawa decomposition \( \text{IWA} \) of \( G \), and independent of the choice of good basis \( \{H_1, \ldots, H_r, Y_1, \ldots, Y_{m-r}\} \) of \( g \). For brevity, such constants will be called absolute constants.

Now suppose we fix a point \( s'_0 \in S' \). We identify \( x' := (t', y) \in \mathbb{R}^{r-1} \times \mathbb{R}^{m-r} \) with the point

\[
s'_0 \exp \left( \sum_{j=1}^{m-r} y' Y_j \right) \exp \left( \sum_{i=2}^r t^i H_i \right).
\]

Then in these exponential coordinates on \( S' \), \( H_i \) is just

\[
H_i = \frac{\partial}{\partial t^i}
\]

for \( 2 \leq i \leq r \). We claim that \( Y_j \) is given, in these coordinates, by

\[
Y_j = \left( \prod_{i=2}^r e^{t^i \alpha_j(H_i)} \right) \sum_{\ell=1}^{m-r} p_{j\ell}(y) \frac{\partial}{\partial y^\ell}.
\]

where \( p_{j\ell}(y) \) are defined as in (19). Indeed,

\[
Y_j = \left. \frac{d}{ds} \right|_{s=0} s'_0 \exp \left( \sum_{\ell=1}^{m-r} y' Y_\ell \right) \exp \left( \sum_{i=2}^r t^i H_i \right) \exp(s Y_j),
\]

whereas we will rewrite the last two factors as

\[
\exp \left( \sum_{i=2}^r t^i H_i \right) \exp(s Y_j) \exp \left( - \sum_{i=2}^r t^i H_i \right) \exp \left( \sum_{i=2}^r t^i H_i \right).
\]

Now

\[
\exp \left( \sum_{i=2}^r t^i H_i \right) \exp(s Y_j) \exp \left( - \sum_{i=2}^r t^i H_i \right)
= \exp \left[ \left( \text{Ad} \exp \left( \sum_{i=2}^r t^i H_i \right) \right) s Y_j \right]
= \exp \left[ \exp \left( \text{ad} \left( \sum_{i=2}^r t^i H_i \right) \right) s Y_j \right]
= \exp \left[ s \prod_{i=2}^r e^{t^i \alpha_j(H_i)} Y_j \right]
\]
Putting these back, we have
\[
Y_j = \frac{d}{ds}igg|_{s=0} s_0' \exp \left( \sum_{t=1}^{m-r} y_t' Y_t \right) \exp \left[ s \prod_{i=2}^{r} e^{t' \alpha_j(H_i)} Y_j \right] \exp \left( \sum_{i=2}^{r} t' H_i \right)
\]
\[
= \prod_{i=2}^{r} e^{t' \alpha_j(H_i)} \frac{d}{ds}igg|_{s=0} s_0' \exp \left( \sum_{t=1}^{m-r} y_t' Y_t \right) \exp(s Y_j) \exp(\sum_{i=2}^{r} t' H_i)
\]
Using the Baker-Campbell-Hausdorff formula as we used to prove (19), we obtain (33).

In view of (32), (33), and (21), we see that if $s_0'$ is any point on $S'$ and $(t', y)$ is the exponential coordinates we introduced above, then at $(t', y) = (0, 0)$, we have
\[
H_i|_{s_0'} = \left. \frac{\partial}{\partial t^i} \right|_{(0,0)} , \quad Y_j|_{s_0'} = \left. \frac{\partial}{\partial y^j} \right|_{(0,0)} .
\]
Now write $B(s_0', r)$ for the metric ball on $S'$, with respect to the Killing metric on $S'$, that is centered at $s_0'$ and of radius $r$. Then in view of the above, there exists $\varepsilon_0 > 0$ such that if $s' \in B(s_0', \varepsilon_0)$ and $x' = (t', y)$ is the exponential coordinates of $s'$ centered at $s_0'$, then for any function $\Phi$ on $S'$, we have
\[
|\nabla' \Phi(s')| \simeq \sum_{i=2}^{r} \left| \frac{\partial}{\partial t^i} \Phi(t', y) \right| + \sum_{j=1}^{m-r} \left| \frac{\partial}{\partial y^j} \Phi(t', y) \right|
\]
which we abbreviate as
\[
|\nabla' \Phi(s')| \simeq \left| \frac{\partial \Phi}{\partial x'}(x') \right|
\]
Indeed $\varepsilon_0$ and the implicit constants here can be chosen independent of $s_0'$, and are hence uniform over $S'$; they can also be chosen to be independent of the choice of $\{H_1, \ldots, H_r\}$, since each $\alpha_j$ remains uniformly bounded on the unit sphere in $a$ (where we put the Killing metric on $a$). Furthermore, $\varepsilon_0$ and the implicit constants above can be chosen to be independent of the choice of $\{Y_1, \ldots, Y_{m-r}\}$, since the coefficients of the polynomials $p_{j}(y)$ in (19) are uniformly bounded, independent of the choice of $\{Y_1, \ldots, Y_{m-r}\}$; see discussion near the end of Section 2.7. We further claim that $\varepsilon_0$ and the implicit constants above can be chosen to be independent of the choice of the Iwasawa decomposition $KAN$ of $G$: indeed, if $G = KA_0N_0$ is another Iwasawa decomposition of $G$, then there exists $k \in K$ such that $A = kA_0k^{-1}$, and $N = kN_0k^{-1}$; see for instance Remark after Theorem 4.6 of [26]. Since for $k \in K$, the maps $Ad(k): A \to A_0$ and $Ad(k): N \to N_0$ are isometries with respect to the Killing metric, our claim follows. It follows that $\varepsilon_0$ and the implicit constants in (35) are absolute constants.

Since the measure $ds'$ is a normalized Haar measure, we also have the following uniform comparison of $ds'$ with the Lebesgue measure $dx'$.
on $\mathbb{R}^{m-1}$: indeed

\begin{equation}
\int_{B(s'_0, \varepsilon_0)} |\Phi(s')| ds' \simeq \int_{B(s'_0, \varepsilon_0)} |\Phi(x')| dx'
\end{equation}

holds uniformly for any function $\Phi$ on $S'$ and any $s'_0 \in S'$; here the implicit constants are again absolute constants.

Now to prove Lemma 5, suppose $\Phi \in C_c^\infty(S')$, $p > \dim(S') = m - 1$, and $\lambda > 0$ are given. We consider two cases.

**Case 1**: $\lambda \geq C_1^{-1} \varepsilon_0$, where $C_1$ is a large absolute constant to be chosen.

Then take $\Phi_1 = \Phi$, $\Phi_2 = 0$. We claim that

$$\|\Phi\|_{L^\infty(S')} \leq C \|\Phi\|_{W^{1,p}(S')}$$

where $C$ is an absolute constant. In fact, given $s'_0 \in S'$, the exponential coordinates centered at $s'_0$ allows one to identify $B(s'_0, \varepsilon_0)$ with a bounded open set in $\mathbb{R}^{m-1}$. Then by the Sobolev inequality on $\mathbb{R}^{m-1}$, we have

$$\|\Phi\|_{L^\infty(B(s'_0, \varepsilon_0))} \leq C \left\| \Phi + \left| \frac{\partial \Phi}{\partial x'} \right| \right\|_{L^p(B(s'_0, \varepsilon_0), dx')}.$$

(Here we use $p > m - 1$.) But by (35) and (36), the right hand side is bounded by a constant multiple of $\|\Phi\|_{W^{1,p}(S')}$. All constants here are absolute constants. This implies our desired claim, and completes our proof in Case 1.

**Case 2**: $\lambda < C_1^{-1} \varepsilon_0$.

We choose a suitable smooth function $\chi$ on $S'$, supported in a ball of sufficiently small radius centered at the identity element of $S'$, such that

$$1 = \int_{s'_0 \in S'} \chi((s'_0)^{-1}s') ds'_0 \quad \text{for all} \quad s' \in S'.$$

(Here $ds'_0$ is the normalized Haar measure on $S'$, and hence this integral is constant on $S'$.) Then given $\Phi \in C_c^\infty(S')$, we write

$$\Phi(s') = \int_{S'} \chi((s'_0)^{-1}s') \Phi(s') ds'_0.$$

Now since $\lambda \geq C_1^{-1} \varepsilon_0$, then we decompose, for each $s'_0 \in S'$, the function

$$\Phi(s') = \Phi_1(s'_{0}) + \Phi_2(s'_0),$$

by first identifying it with a function on $\mathbb{R}^{m-1}$, and then applying the decomposition lemma on $\mathbb{R}^{m-1}$. Using (35) and (36), one then obtains, for each $s'_0 \in S'$, a decomposition

$$\Phi(s'_0) = \Phi_1(s'_0) + \Phi_2(s'_0),$$
where $\Phi^{(s'_0)}_1$ and $\Phi^{(s'_0)}_2$ satisfies
\[
\Phi^{(s'_0)}_1(s') \leq C \lambda^{1 - \frac{m-1}{p}} \| \nabla' \Phi^{(s'_0)} \|_{L^p(S')} \chi_{B(s'_0, \varepsilon_0)}(s')
\]
\[
\Phi^{(s'_0)}_2(s') \leq C \lambda^{1 - \frac{m-1}{p}} \| \Phi^{(s'_0)} \|_{L^p(S')} \chi_{B(s'_0, \varepsilon_0)}(s')
\]
\[
|\nabla' \Phi^{(s'_0)}_2(s')| \leq C \lambda^{1 - \frac{m-1}{p}} \| \nabla \Phi^{(s'_0)} \|_{L^p(S')} \chi_{B(s'_0, \varepsilon_0)}(s').
\]
(The characteristic functions on the right hand side indicate that $\Phi^{(s'_0)}_1$ and $\Phi^{(s'_0)}_2$ are both supported in a ball centered at $s'_0$ and of radius $\varepsilon_0$.)

We now integrate both sides of each inequality above over $s'_0 \in S'$ with respect to $ds'_0$. Then defining
\[
\Phi_1 := \int_{s'_0 \in S'} \Phi^{(s'_0)}_1 ds'_0, \quad \Phi_2 := \int_{s'_0 \in S'} \Phi^{(s'_0)}_2 ds'_0,
\]
we get (30) as desired, with constants that are absolute constants. □

4. PROOF OF THEOREM III

We now prove Theorem III. As explained at the end of Section 2.4, we may take the Riemannian metric $g$ on $M$ to be the Killing metric $g_0$. Henceforth the pointwise inner product $\langle \cdot, \cdot \rangle$, the pointwise norm $|\cdot|$, the volume form $dV$ and the Levi-Civita connection $\nabla$ will all be taken with respect to the Killing metric $g_0$.

Recall that we fixed a point $x_0 \in M$. Let $T_{x_0}M$ be the tangent space to $M$ at $x_0$. Let $S^{m-1} \subset T_{x_0}M$ be the unit sphere in $T_{x_0}M$ under the inner product $\langle \cdot, \cdot \rangle$ induced by $g_0$. To prove Theorem III we need to estimate the integral
\[
\int_M \langle f, \phi \rangle dV.
\]
We will do so by rewriting the integral as an integral over $G \times S^{m-1}$, where $G := I_0(M)$ is the identity component of the isometry group of $M$.

Indeed, let $L_g: M \to M$ be the left translation by $g \in G$, i.e. $L_g x = gx$ for $g \in G$ and $x \in M$. Then if $v$ is a tangent vector to $M$ at some point $x \in M$, $dL_g(v)$ is a tangent vector to $M$ at $gx$, and we abbreviate this by
\[
d_g v := dL_g(v).
\]
Now fix a unit vector $v_0 \in T_{x_0}M$. Then $d_g v_0$ will be a unit tangent vector to $M$ at $gx_0$. We claim that there exists a non-zero constant $C_0$, such that
\[
(37) \quad C_0 \int_M \langle f, \phi \rangle dV = \int_G \int_{S^{m-1}} \langle f(gx_0), d_g v_0 \rangle \phi(gx_0) d_g v_0 \frac{d\sigma(v_0)}{dg}.
\]
Here $dg$ is the normalized Haar measure on $G$ as in Section 2.2, and $d\sigma(v_0)$ is the standard surface measure on $S^{m-1}$, normalized such that $\int_{S^{m-1}} d\sigma(v_0) = 1$. 


To verify (37), fix $g \in G$. The inner integrand on the right hand side of (37) is just
\[ \int_{S^{m-1}} \langle d_g^{-1}f(gx_0), v_0 \rangle \langle d_g^{-1}\phi(gx_0), v_0 \rangle \, d\sigma(v_0). \]
But $d_g^{-1}f(gx_0)$ and $d_g^{-1}\phi(gx_0)$ are just two tangent vectors to $M$ at $x_0$. One can show that for any tangent vectors $u, u' \in T_{x_0}M$, we have
\[ \int_{S^{m-1}} \langle u, v_0 \rangle \langle u', v_0 \rangle \, d\sigma(v_0) = C_0 \langle u, u' \rangle \]
where $C_0$ is a non-zero constant; this just follows by a direct calculation on $\mathbb{R}^m$. Thus the inner integral on the right hand side of (37) is just
\[ C_0 \langle f(gx_0), \phi(gx_0) \rangle \]
By (29), it then follows that the right hand side of (37) is equal to
\[ \int_G C_0 \langle f(gx_0), \phi(gx_0) \rangle \, dg = C_0 \int_M \langle f, \phi \rangle \, dV. \]
So (37) follows.

Now to prove Theorem 1, we just need to estimate the right hand side of (37). Indeed, we will reverse the order of integration, and estimate the integral over $G$ for each fixed $v_0 \in S^{m-1}$. More precisely, we will establish the following proposition:

**Proposition 7.** Suppose $f$ is a smooth vector field on $M$ with $\text{div} \, f = 0$, and $\phi$ is a smooth vector field on $M$ with compact support. Then for each vector $v_0 \in S^{m-1} \subset T_{x_0}M$, we have
\[ \left| \int_G \langle f(gx_0), d_g v_0 \rangle \langle \phi(gx_0), d_g v_0 \rangle \, dg \right| \leq C \|f\|_{L^1(dV)} \|\nabla \phi\|_{L^m(dV)}, \]
where the constant $C$ is independent of $v_0 \in S^{m-1}$.

If this is established, then integrating (38) over $v_0 \in S^{m-1}$, we obtain the assertion of Theorem 1.

We remark that when $M$ has rank 1, it is easy to show that the constant $C$ in Proposition 7 is independent of $v_0$, since $G$ acts transitively on $S^{m-1}$. This is no longer true in the higher rank case. So we are forced to use a family of Iwasawa decompositions in what follows, and obtain uniform estimates for such.

To establish Proposition 7, let $v_0 \in S^{m-1}$. We use a suitable Iwasawa decomposition of $G$ adapted to $v_0$. Let $g$ be the Lie algebra of $G$, let $K \subset G$ be the stabilizer of $x_0$, and let $\mathfrak{k}$ be the Lie algebra of $K$. We write
\[ g = \mathfrak{k} \oplus \mathfrak{p} \]
for the Cartan decomposition of $g$. Given $v_0 \in S^{m-1}$, we select a vector $H_1 \in \mathfrak{p}$, that has unit length with respect to $g_0$, such that
\[ \left. \frac{d}{dt} \right|_{t=0} e^{tH_1} x_0 = v_0. \]
Then we choose a maximal abelian subalgebra \( a \) of \( g \) contained in \( p \), such that \( H_1 \in a \). Let \( a^* \) be the set of all linear functionals on \( a \), and \( \Sigma \) be the set of restricted roots of \( a \). We make a choice \( \Sigma^+ \) of positive roots in \( \Sigma \). Writing

\[
\mathfrak{n} := \bigoplus_{\alpha \in \Sigma^+} g_{\alpha},
\]
and \( A \), \( N \) for the connected Lie groups with Lie algebras \( a \) and \( \mathfrak{n} \) respectively, we then have an Iwasawa decomposition \( G = KAN \) of \( G \). We determine normalized Haar measures \( dk, da, dn \) and \( dg \) on \( K, A, N \) and \( G \) respectively, as in Section 2.8.

Now the integral in left hand side of (38) can be written, via (23), as

\[
(40) \quad \int_K \int_A \int_N \langle f(\text{kan}x_0), d_{\text{kan}}v_0 \rangle \langle \phi(\text{kan}x_0), d_{\text{kan}}v_0 \rangle \, dn \, da \, dk.
\]

To estimate this, recall we had chosen a unit vector \( H_1 \in a \) such that (39) holds. We complete \( H_1 \) to a good basis on \( s = a \oplus \mathfrak{n} \); in other words, we pick \( H_2, \ldots, H_r \in a \), and \( Y_1, \ldots, Y_{m-r} \in \mathfrak{n} \), such that \( \{H_1, \ldots, H_r, Y_1, \ldots, Y_{m-r}\} \) form an orthonormal basis of \( s \) with respect to \( g_0 \), and such that each \( Y_j \) belongs to \( g_{\alpha_j} \), for some \( \alpha_j \in \Sigma^+ \). This is possible by the orthogonality relations (a) and (b) in Section 2.4.

Now let \( a_1, a' \) be the spans of \( \{H_1\} \) and \( \{H_2, \ldots, H_r\} \) respectively. Let \( A_1 \) and \( A' \) be the Lie subgroups of \( A \) with Lie algebras \( a_1 \) and \( a' \) respectively. Let \( S' = A'N = NA' \). Let \( da_1, da' \) be Haar measures on \( A_1 \) and \( A' \), given by the Riemannian volume elements associated to the restriction of \( g_0 \) to \( A_1 \) and \( A' \). Then

\[
\int_A F(a)da = \int_{A_1} \int_{A'} F(a_1a')da_1da'
\]

for all compactly supported continuous functions \( F \) on \( A \). We will use this to evaluate the integral over \( A \) in (40). The key then is the following basic estimate:

**Proposition 8.** Suppose \( f \) is a smooth vector field on \( M \) with \( \text{div} f = 0 \), and \( \phi \) is a smooth vector field on \( M \) with compact support. For any vector \( v_0 \in S^{m-1} \subset T_{x_0}M \), let \( KAN \) be an Iwasawa decomposition of \( G = I_0(M) \) adapted to \( v_0 \), and choose subgroups \( A_1, A' \) of \( A \) as above. Then we have

\[
(41) \quad \Bigg| \int_{A'} \int_N \langle f(na'x_0), d_{na'a}v_0 \rangle \langle \phi(na'x_0), d_{na'a}v_0 \rangle \, dn \, da' \Bigg| \leq C \|f(na'x_0)\|_{L^1(dnda')}^{1/2} \|f(na'x_0)\|_{L^1(dnda')}^{1/2} \|\phi(a'nx_0)\|_{W^{1,m}(dnda')}
\]

where

\[
\|f(na'x_0)\|_{L^1(dnda')} := \int_{A'} \int_N |f(na'x_0)| \, dn \, da',
\]

\[
\|f(na'x_0)\|_{L^1(dnda')} := \int_A \int_N |f(na'x_0)| \, dn \, da,
\]
and
\[ \| \phi(a'nx_0) \|_{W^{1,m}(dnad\alpha')} := \left( \int_{A'} \int_N |\phi(a'nx_0)|^m + |\nabla \phi(a'nx_0)|^m \, dn \, da' \right)^{\frac{1}{m}}. \]

The constant \( C \) is independent of the choice of \( v_0 \).

Assume this proposition for the moment. Then for each \( a_1 \in A_1 \), we apply this inequality to the vector fields \( f_{a_1} \) and \( \phi_{a_1} \), where \( f_{a_1}(x) := d_{a_1^{-1}} f(a_1 x) \), and \( \phi_{a_1}(x) := d_{a_1^{-1}} \phi(a_1 x) \) for all \( x \in M \). We then get, on the left-hand side,
\[ \left| \int_{A'} \int_N \langle f(a_1 na'x_0), d_{a_1na'}v_0 \rangle \langle \phi(a_1 na'x_0), d_{a_1na'}v_0 \rangle \, dn \, da' \right|. \]

This is because
\[ \langle f_{a_1}(na'x_0), d_{na'v_0} \rangle = \langle d_{a_1^{-1}} f(a_1 na'x_0), d_{na'v_0} \rangle = \langle f(a_1 na'x_0), d_{a_1na'}v_0 \rangle, \]
and similarly for \( \phi_{a_1} \). Making the change of variable \( n \mapsto a_1^{-1}na_1 \), the left hand side of (41) is thus
\[ e^{-2\rho(\log a)} \int_{A} \int_{N} \langle f(na_{1}a'x_0), d_{na_{1}a'}v_0 \rangle \langle \phi(na_{1}a'x_0), d_{na_{1}a'}v_0 \rangle \, dn \, da'. \]

We now analyze the terms on the right hand side of (41) one by one. We have
\[ \| f_{a_1}(na'x_0) \|_{L^1(dnadic)} = \int_{A} \int_{N} |f_{a_1}(na'x_0)| \, dn \, da', \]

since
\[ |f_{a_1}(na'x_0)| = |d_{a_1^{-1}} f(a_1 na'x_0)| = |f(a_1 na'x_0)| \]
(again the last equality follows from left-invariance of the Riemannian metric). Making again the change of variables \( n \mapsto a_1^{-1}na_1 \), it follows that
\[ \| f_{a_1}(na'x_0) \|_{L^1(dnadic)} = e^{-2\rho(\log a)} \int_{A} \int_{N} |f(na_{1}a'x_0)| \, dn \, da'. \]

Also,
\[ \| f_{a_1}(na_1 ax_0) \|_{L^1(dnadic)} = \int_{A} \int_{N} |f_{a_1}(na_1 ax_0)| \, dn \, da = e^{-2\rho(\log a)} \int_{A} \int_{N} |f(na_{1}ax_0)| \, dn \, da \]
(in the last line we made again the change of variables \( n \mapsto a_1^{-1}na_1 \)). Since \( da \) is a Haar measure on \( A \), this shows
\[ \| f_{a_1}(na_1 ax_0) \|_{L^1(dnadic)} = e^{-2\rho(\log a)} \int_{A} \int_{N} |f(na_1 ax_0)| \, dn \, da. \]
Finally, we claim

$$
\left\| \phi_{a_1}(a'nx_0) \right\|_{W^{1,m}(\mathbb{R}^d)}
= \left( \int_{A'} \int_{N} \left| \phi(a_1a'nx_0) \right|^m + \left| (\nabla \phi)(a_1a'nx_0) \right|^m \, d\nu \, da' \right)^{\frac{1}{m}}.
$$

Indeed, $|\phi_{a_1}(a'nx_0)| = |\phi(a_1a'nx_0)|$, and we will show that

$$
| (\nabla \phi_{a_1})(a'nx_0) | = |(\nabla \phi)(a_1a'nx_0)|.
$$

This is because if $\{X_{\ell}\}_{\ell=1}^{m}$ is an orthonormal frame at $a'nx_0$, then $\{d_{a_1}X_{\ell}\}_{\ell=1}^{m}$ is an orthonormal frame at $a_1a'nx_0$, from which it follows that

$$
\left\| (\nabla \phi_{a_1})(a'nx_0) \right\|^2 = \sum_{\ell=1}^{m} \left\| (\nabla_{X_{\ell}}\phi_{a_1})(a'nx_0) \right\|^2 = \sum_{\ell=1}^{m} \left\| (\nabla_{d_{a_1}X_{\ell}}\phi)(a_1a'nx_0) \right\|^2.
$$

(We use also the left-invariance of the Levi-Civita connection $\nabla$ on $\mathbb{M}$.) Hence $| (\nabla \phi_{a_1})(a'nx_0) | = |(\nabla \phi)(a_1a'nx_0)|$, and the identity (45) follows.

Putting (42), (43), (44) and (45) back into (41), and multiplying both sides of (41) by $e^{\rho [\log a_1]}$, we get

$$
\int_{A'} \int_{N} \left| f(na_{1a'x_0}, d_{na_1a'v_0}) \langle \phi(na_{1a'x_0}, d_{na_1a'v_0}) \rangle \, d\nu \right| \, da' 
\leq C \left( \int_{A'} \int_{N} \left| f(na_{1a'x_0}) \right| \, d\nu \right)^{\frac{1}{m}} \left( \int_{A} \int_{N} \left| f(nx_0) \right| \, d\nu \right)^{\frac{1}{m}}
\cdot \left( \int_{A'} \int_{N} \left| \phi(a_1a'nx_0) \right|^m + \left| (\nabla \phi)(a_1a'nx_0) \right|^m \, d\nu \right)^{\frac{1}{m}}.
$$

We now integrate both sides of this equation over $A_1$ with respect to the Haar measure $d\nu_1$. Then applying Hölder’s inequality in the integral over $A_1$ on the right hand side, we obtain

$$
\left| \int_{A_1} \int_{N} \left| f(nx_0, d_{na_1v_0}) \langle \phi(nx_0, d_{na_1v_0}) \rangle \, d\nu \right| \, d\nu_1 \right| 
\leq C \left( \int_{A_1} \int_{N} \left| f(nx_0) \right| \, d\nu_1 \right)^{\frac{1}{m}} \cdot \left( \int_{A} \int_{N} \left| \phi(na_{1x_0}) \right|^m + \left| (\nabla \phi)(na_{1x_0}) \right|^m \, d\nu \right)^{\frac{1}{m}}.
$$

By applying this to $f_k$ and $\phi_k$, where $f_k(x) := d_{k-1}f(kx)$ and $\phi_k(x) := d_{k-1}\phi(kx)$, we then have

$$
\left| \int_{A_1} \int_{N} \left| f(knx_0, d_{kna_1v_0}) \langle \phi(knx_0, d_{kna_1v_0}) \rangle \, d\nu \right| \, d\nu_1 \right| 
\leq C \left( \int_{A_1} \int_{N} \left| f(knx_0) \right| \, d\nu_1 \right)^{\frac{1}{m}} \cdot \left( \int_{A} \int_{N} \left| \phi(kna_{1x_0}) \right|^m + \left| (\nabla \phi)(kna_{1x_0}) \right|^m \, d\nu \right)^{\frac{1}{m}}.
$$
In the last line, the integral involving $\phi$ is bounded by $\|\phi\|_{L^m(dV)} + \|\nabla \phi\|_{L^m(dV)}$. This is because $k$ acts by isometry on $M$, which allows us to drop the $k$ in the integral, and then apply (27). It follows that

$$\left| \int_A \int_N \langle f(kn_0), d_{kn_0} v_0 \rangle \langle \phi(kn_0), d_{kn_0} v_0 \rangle \right| \leq C \left( \int_A \int_N |f(kn_0)| \, dV \right) \left( \|\phi\|_{L^m(dV)} + \|\nabla \phi\|_{L^m(dV)} \right).$$

It now remains to integrate both sides over $K$. It follows that (40), and hence the left hand side of (38), are bounded by

$$C \left( \int_K \int_A \int_N |f(kn_0)| \, dV \right) \left( \|\phi\|_{L^m(dV)} + \|\nabla \phi\|_{L^m(dV)} \right).$$

But

$$\int_K \int_A \int_N |f(kn_0)| \, dV = \int_G |f(g_0)| \, dg = \|f\|_{L^1(dV)},$$

the first equality following from (24), the second from (29). Altogether, this shows that

$$\left| \int_G \langle f(g_0), d_{g_0} v_0 \rangle \langle \phi(g_0), d_{g_0} v_0 \rangle \right| \leq C \|f\|_{L^1(dV)} \left( \|\phi\|_{L^m(dV)} + \|\nabla \phi\|_{L^m(dV)} \right).$$

This is almost the estimate (38) we wanted to prove, except that on the right hand side we have an additional $\|\phi\|_{L^m(dV)}$. Nevertheless, one can complete the proof of (38), once one invokes the following Sobolev lemma, with $p = m$:

**Lemma 9.** For any compactly supported smooth vector field $\phi$ on $M$, and any $1 \leq p < \infty$, we have

$$\|\phi\|_{L^p(dV)} \leq C_p \|\nabla \phi\|_{L^p(dV)}.$$

**Proof.** Indeed, recall the following elementary inequality on $\mathbb{R}$: If $h$ is a smooth function with compact support on $\mathbb{R}$, then for any $\lambda > 0$, $1 \leq p < \infty$, we have

$$\int_\mathbb{R} |h(\tau)|^p e^{-\lambda \tau} d\tau \leq \left( \frac{p}{\lambda} \right)^p \int_\mathbb{R} |h'(\tau)|^p e^{-\lambda \tau} d\tau.$$

This inequality is just Hardy’s inequality in disguise; since its proof is very simple, we reproduce it below. First, note that

$$h(\tau) = \int_0^\infty h'(\tau - t) dt,$$

from which it follows that

$$|h(\tau)| e^{-\frac{2}{\lambda} \tau} = \left| \int_0^\infty h'(\tau - t) e^{-\frac{2}{\lambda} (\tau - t)} e^{-\frac{2}{\lambda} t} dt \right|.$$

Taking $L^p(d\tau)$ norm of both sides, using Minkowski’s inequality, and then raising to the $p$-th power, we obtain (46).
The way we will apply (46) is as follows. Let $G = I_0(\mathbb{M})$. Pick an Iwasawa decomposition $G = KAN$ of $G$. Write $da$ and $dn$ for the normalized Haar measures on $A$ and $N$ respectively, as in Section 2.8. Also fix $H \in \mathfrak{a}$, the Lie algebra of $A$, such that

$$\rho(H) > 0,$$

where $\rho$ is half the sum of the positive roots (such $H$ clearly exists: just pick a non-zero vector in the interior of the positive Weyl chamber). We normalize $H$ so that it has unit length with respect to the Killing metric $g_0$. Now let $\mathfrak{a}''$ be the orthogonal complement of $H$ in $\mathfrak{a}$ with respect to $g_0$. Write $A''$ for the connected Lie group whose Lie algebra is $\mathfrak{a}''$, and $da''$ for the normalized Haar measure on $A''$, so that

$$\int_A F_1(a) da = \int_{A''} \int_{A''} F_1(a'' e^{H}) da'' d\tau$$

for any compactly supported continuous function $F_1$ on $A$.

Suppose $\Phi$ is a compactly supported smooth function on $\mathbb{M}$. For $n \in N$, $a'' \in A''$, we apply (46) to $h(\tau) := \Phi(na'' e^{\tau H} x_0)$ and $\lambda := 2\rho(H)$. Then again identifying $H \in \mathfrak{a}$ with an $S$-invariant vector field on $\mathbb{M}$, where $S := AN = NA$, we obtain

$$\int_\mathbb{R} |\Phi(na'' e^{\tau H} x_0)|^p e^{-2\rho(\tau H)} d\tau \leq C_p \int_\mathbb{R} |(H\Phi)(na'' e^{\tau H} x_0)|^p e^{-2\rho(\tau H)} d\tau$$

for all $1 \leq p < \infty$, where $C_p = \frac{p}{2\rho(H)}$ (which is finite since we chose $H$ such that $\rho(H) > 0$). We now multiply both sides by $e^{-2\rho(\log a'')}$, and integrate over $a'' \in A''$ and $n \in N$ with respect to $da''$ and $dn$. This shows

$$\int_N \int_A |\Phi(nax_0)|^p e^{-2\rho(\log a)} dadn \leq C_p \int_N \int_A |(H\Phi)(nax_0)|^p e^{-2\rho(\log a)} dadn$$

for all $1 \leq p < \infty$. In view of (28), this yields

$$(47) \quad ||\Phi||_{L^p(d\mathbb{V})} \leq C_p ||H\Phi||_{L^p(d\mathbb{V})}$$

for all $1 \leq p < \infty$.

Now recall we had a good basis $\{X_\ell\}_{1 \leq \ell \leq m}$ of $\mathfrak{s}$ from Section 2.4 which we think of as a basis of $S$-invariant vector fields on $\mathbb{M}$. The vector fields $X_\ell$ satisfy $\nabla_H X_\ell = 0$ by (16). We apply (47) to the function $\Phi := \langle \phi, X_\ell \rangle$ on $\mathbb{M}$ for $1 \leq \ell \leq m$. Then we obtain

$$H\Phi = \langle \nabla_H \phi, X_\ell \rangle + \langle \phi, \nabla_H X_\ell \rangle = \langle \nabla_H \phi, X_\ell \rangle,$$

so

$$|H\Phi| \leq |\nabla \phi|.$$

In view of (47), this implies

$$||\phi||_{L^p(d\mathbb{V})} \leq C_p ||\nabla \phi||_{L^p(d\mathbb{V})}$$

for all $1 \leq p < \infty$, and this concludes the proof of Lemma 9. \qed
It remains now to prove Proposition 8. Suppose \( v_0 \in S^{m-1} \). Let \( G = KNA \) be the Iwasawa decomposition of \( G \) adapted to \( v_0 \), that we chose in the proof of Proposition 7 and let’s identify \( M \) with the Lie group \( S = NA \). So from now on, we think of \( f \) and \( \phi \) as vector fields on \( S \) instead of vector fields on \( M \). Let \( \{H_1, \ldots, H_r, Y_1, \ldots, Y_{m-r}\} \) be the good basis of the Lie algebra \( s \) of \( S \), that we chose immediately after equation (40). Again we label these as \( \{X_1, \ldots, X_m\} \), as in (12).

We express \( f \) and \( \phi \) in terms of this basis: say

\[
f = \sum_{i=1}^{m} f^i X_i, \quad \phi = \sum_{i=1}^{m} \phi^i X_i, \]

where \( f^1, \ldots, f^m \in C^\infty(S) \) and \( \phi^1, \ldots, \phi^m \in C^\infty_c(S) \). Then since \( X_1 = H_1 \) and \( v_0 = \frac{d}{dt} \big|_{t=0} e^{tH_1} x_0 \), we have \( X_1 \) at \( na_0 x_0 \) equal to \( d_{na} v_0 \); since \( X_1 \) has unit length, this shows

\[
f^1(\nu) = \langle f(na_0), d_{na} v_0 \rangle, \quad \phi^1(\nu) = \langle \phi(na_0), d_{na} v_0 \rangle.
\]

Hence the desired inequality (41) in Proposition 8 translates into

\[
\int_{A'} \int_{N} f^1(na') \phi^1(na') \, dn \, da' \leq C \|f(\nu)\|_{L^1(dnda')} \|\phi(\nu)\|_{L^1(dnda')} \|\nabla \phi(\nu)\|_{L^m(dnda')}.
\]

This is to be established under the condition \( \text{div} f = 0 \), which translates into

\[
\sum_{i=1}^{m} X_i f^i = 2 \sum_{i=1}^{r} \rho(H_i) f^i \quad \text{on } S
\]

by (15).

To see that (48) is true under hypothesis (49), we apply Lemma 5 with \( p = m \) to the function \( \Phi = \phi^1 \) on \( S' = A'N' \). Then for any \( \lambda > 0 \), there exists a decomposition

\[
\phi^1 = \Phi_1 + \Phi_2, \quad \text{on } S',
\]

such that \( \Phi_1, \Phi_2 \in C^\infty_c(S') \), and (30) holds with \( p = m \). Now we split the integral on the left hand side of (48) into two pieces:

\[
\int_{A'} \int_{N} f^1(na') \phi^1(na') \, dn \, da' = \int_{A'} \int_{N} f^1(na') \Phi_1(na') \, dn \, da' + \int_{A'} \int_{N} f^1(na') \Phi_2(na') \, dn \, da'
\]

\[
= I + II.
\]

The first integral \( I \) is easy to estimate:

\[
|I| \leq \|f(\nu)\|_{L^1(dnda')} \|\Phi_1\|_{L^\infty(S')}
\]

\[
\leq C \lambda^{\frac{1}{m}} \|f(\nu)\|_{L^1(dnda')} \|\phi^1\|_{W^{1,m}(S')}.
\]

\[
(50)
\]
To estimate the second integral $II$, fix some $\chi \in C_c^\infty(A_1)$ with $\chi = 1$ at the identity. We rewrite $II$ as

$$II = - \int_{A'} \int_{N} \int_0^\infty \frac{d}{dt} [f^\ell(na'e^{tH_1})\chi(e^{tH_1})] \Phi_2(na')dt dn da'$$

$$= - \int_{A'} \int_{N} \int_0^\infty [(H_1 f^\ell)(na'e^{tH_1})\chi(e^{tH_1}) \Phi_2(na')$$

$$+ f^\ell(na'e^{tH_1})(H_1 \chi)(e^{tH_1}) \Phi_2(na')]dt dn da'$$

$$= \int_{A'} \int_{N} \int_0^\infty \sum_{\ell=2}^m (X_\ell f^\ell)(na'e^{tH_1})\chi(e^{tH_1}) \Phi_2(na')dt dn da'$$

$$- 2 \sum_{i=1}^r \rho(H_i) \int_{A'} \int_{N} \int_0^\infty f^\ell(na'e^{tH_1})\chi(e^{tH_1}) \Phi_2(na')dt dn da'$$

$$- \int_{A'} \int_{N} \int_0^\infty f^\ell(na'e^{tH_1})(H_1 \chi)(e^{tH_1}) \Phi_2(na')dt dn da'$$

where we have used our hypothesis (49) in the last equality. The last two integrals are obviously bounded by

$$C \|f(na')\|_{L^1(dnda)} \|\Phi_2\|_{L^\infty(S')}.$$ 

To estimate the first, note that one can easily integrate by parts for those terms corresponding to $2 \leq \ell \leq r$: we have, for these $\ell$’s, that $X_\ell f^\ell = H_\ell f^\ell$, so using Lemma 4 to integrate by parts in $A'$, we get

$$\int_{A'} \int_{N} \int_0^\infty (X_\ell f^\ell)(na'e^{tH_1})\chi(e^{tH_1}) \Phi_2(na')dt dn da'$$

$$= - \int_{A'} \int_{N} \int_0^\infty f^\ell(na'e^{tH_1})\chi(e^{tH_1}) (X_\ell \Phi_2)(na')dt dn da'$$

for $2 \leq \ell \leq r$. Now for $r+1 \leq \ell \leq m$, we have $X_\ell f^\ell = Y_j f^{r+j}$ where $j = \ell - r$. For any $1 \leq j \leq m - r$ and any smooth function $F$ on $S$, if $a_1 \in A_1$, $s' \in S'$, we have

$$(Y_j F)(s'a_1) = \frac{d}{d\tau} \bigg|_{\tau=0} F(s'a_1 e^{\tau Y_j}) = \frac{d}{d\tau} \bigg|_{\tau=0} (R_{a_1} F)(s'a_1 e^{\tau Y_j} a_1^{-1})$$

where $R_{a_1} F(x) := F(x a_1)$ is the right translation by $a_1$. But then this is equal to

$$[(\text{Ad } a_1)(Y_j)](R_{a_1} F)(s') = (\text{Ad}(\log a_1) Y_j)(R_{a_1} F)(s')$$

$$= e^{\alpha_j(\log a_1)} \Phi_j(R_{a_1} F)(s').$$

Hence for each $r+1 \leq \ell \leq m$, and each $t \in \mathbb{R}$, we have

$$\int_{N} (Y_{t-r} f^\ell)(na'e^{tH_1}) \Phi_2(na')dn = e^{t\alpha_j(H_1)} \int_{N} [Y_{t-r}(R_{e^{tH_1} f^\ell})](na') \Phi_2(na')dn,$$

which by Lemma 3 is equal to

$$-e^{t\alpha_j(H_1)} \int_{N} (R_{e^{tH_1} f^\ell})(na')(Y_{t-r} \Phi_2)(na')dn.$$
This shows that
\begin{equation}
\int_{A'} \int_{N} \int_{0}^{\infty} (X_{t} f^t)(na' e^{tH_1}) \chi(e^{tH_1}) \Phi_2(na') dt \, dn \, da' \\
= - \int_{0}^{\infty} \int_{A'} \int_{N} f^t(na' e^{tH_1}) e^{t\alpha(H_1)} \chi(e^{tH_1})(X_{t} \Phi_2)(na') \, dt \, dn \, da' dt
\end{equation}
for \( r + 1 \leq \ell \leq m \). Combining (51), (52) and (53), we see that
\begin{equation}
|II| \leq C\|f(na)\|_{L^1(d\nu_{\phi})} \left( \|\nabla' \Phi_2\|_{L^\infty(S')} + \|\Phi_2\|_{L^\infty(S')} \right) \\
\leq C\lambda^{\frac{m-r}{2}} \|f(na)\|_{L^1(d\nu_{\phi})} \|\phi^1\|_{W^{1,m}(S')}. \tag{54}
\end{equation}
(Here we used that \( e^{t\alpha(H_1)} \chi(e^{tH_1}) \) is a bounded function of \( t \).) Adding (50) and (54), and optimizing \( \lambda \), we get
\begin{equation}
\left| \int_{A'} \int_{N} f^1(na') \phi^1(na') \, dn \, da' \right| \\
\leq C\|f(na')\|_{L^1(d\nu_{\phi})} \|f(na)\|_{L^1(d\nu_{\phi})} \|\phi^1\|_{W^{1,m}(S')},
\end{equation}
The constant \( C \) here comes primarily from Lemma 5. It is an absolute constant independent of the Iwasawa decomposition \( KAN \) of \( G \) we chose, and independent of the good basis of \( \mathfrak{s} \) as well. Hence it is independent of \( v_0 \in S^{m-1} \). It remains to observe that
\begin{equation}
\|\phi^1\|_{W^{1,m}(S')} \leq C\|(|\phi| + |\nabla \phi|)(a'n)\|_{L^m(d\nu_{\phi})} : \\
\end{equation}
indeed
\begin{equation}
|(|\nabla' \phi^1)(a'n)| \leq C(|\phi| + |\nabla \phi|)(a'n),
\end{equation}
which holds since
\begin{equation}
\phi^1(a'n) = \langle \phi(a'n x_0), d_{a'n} v_0 \rangle
\end{equation}
and we identified \( \phi(a'n) \) with \( \phi(a'n x_0) \). This proves (48) with a constant \( C \) independent of \( v_0 \), and hence concludes our proof of Proposition 8 Proposition 7, and thus Theorem 1 are now established in full.

5. Proof of Theorem 2

To prove Theorem 2 we need some facts about the Riesz transforms on \( M \). Recall that the \( L^2 \) spectrum of \( \Delta \) is the half-line \( (-\infty, -|\rho|^{2}] \), and in particular stays away from zero. Thus one can define negative powers of \( -\Delta \), and they are bounded self-adjoint operators on the space of \( L^2 \) functions on \( M \). It is known that \( \nabla^2(-\Delta)^{-1} \) extends to a bounded linear operator on \( L^p(dV) \) for all \( 1 < p < \infty \); here \( \nabla^2 \) is any second order derivative on \( M \), i.e. any \( X_i X_j \) where \( X_i, X_j \) are smooth vector fields that have lengths at most 1 on \( M \) (see e.g. Lohoué [28 Theorem II]). Combined with our Lemma 5 we also see that \( \nabla(-\Delta)^{-1} \) and \( (-\Delta)^{-1} \) are bounded on \( L^p(dV) \) for all \( 1 < p < \infty \), i.e.
\begin{equation}
\|X_i(-\Delta)^{-1} g\|_{L^p(dV)} \lesssim \|g\|_{L^p(dV)}, \tag{55}
\end{equation}
We pick a basis of vector fields 1 ≤ i ≤ n that shows that the first term on the right hand side of (57) is bounded by

\[ \|\nabla \phi\|_{L^\infty(dV)} \leq C \|g\|_{L^m(dV)} \]

and hence

\[ \int_M (X_i u) \, g \, dV = -\int_M F u \, X_i \, (-\Delta)^{-1} g \, dV + \int_M F (-\Delta)^{-1} \nabla^2 (-\Delta)^{-1} g \, dV \]

for any test function \( g \in C^\infty_c(M) \). The first term on the right hand side is just

\[ \int_M \langle f, [X_i (\cdots)] \rangle \, dV, \]

and can be estimated by Theorem 1 by taking \( \phi = [X_i (\cdots)] \phi \); since

\[ \nabla \phi = [\nabla X_i (\cdots)] \phi + [X_i (\cdots)] \nabla \phi, \]

and since \( \|\nabla \phi\|_{L^\infty(dV)} + \|\nabla \phi\|_{L^\infty(dV)} \leq 1 \), by the result about the Riesz transforms cited above, as well as (55) for the second term on the right, we see that

\[ \|\nabla \phi\|_{L^m(dV)} \leq C \|g\|_{L^m(dV)}. \]

This shows that the first term on the right hand side of (57) is bounded by \( C \|f\|_{L^1(dV)} \|g\|_{L^m(dV)} \). Similarly, the second term on the right hand side of (57) is bounded by \( C \|f\|_{L^1(dV)} \|g\|_{L^m(dV)} \); indeed there we will take \( \phi \) to be \([(-\Delta)^{-1} \nabla^2 (-\Delta)^{-1} g] \phi\), and then

\[ \nabla \phi = [\nabla (-\Delta)^{-1} \nabla^2 (-\Delta)^{-1} g] \phi + [(-\Delta)^{-1} \nabla^2 (-\Delta)^{-1} g] \nabla \phi, \]

so

\[ \|\nabla \phi\|_{L^m(dV)} \leq C \|g\|_{L^m(dV)} \]

by (55), (56) and the cited result about the Riesz transforms. Altogether, this shows

\[ \left| \int_M (X_i u) \, g \, dV \right| \leq C \|f\|_{L^1(dV)} \|g\|_{L^m(dV)} \]
for all test functions \( g \in C_c^\infty(\mathbb{M}) \), and hence
\[
\| \nabla u \|_{L^{m-1}(dV)} \leq C \| f \|_{L^1(dV)},
\]
as desired.
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